An adaptive incremental approach to constructing ensemble classifiers: Application in an information-theoretic computer-aided decision system for detection of masses in mammograms
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Ensemble classifiers have been shown efficient in multiple applications. In this article, the authors explore the effectiveness of ensemble classifiers in a case-based computer-aided diagnosis system for detection of masses in mammograms. They evaluate two general ways of constructing subclassifiers by resampling of the available development dataset: Random division and random selection. Furthermore, they discuss the problem of selecting the ensemble size and propose two adaptive incremental techniques that automatically select the size for the problem at hand. All the techniques are evaluated with respect to a previously proposed information-theoretic CAD system (IT-CAD). The experimental results show that the examined ensemble techniques provide a statistically significant improvement (AUC=0.905 ± 0.024) in performance as compared to the original IT-CAD system (AUC=0.865 ± 0.029). Some of the techniques allow for a notable reduction in the total number of examples stored in the case base (to 1.3% of the original size), which, in turn, results in lower storage requirements and a shorter response time of the system. Among the methods examined in this article, the two proposed adaptive techniques are by far the most effective for this purpose. Furthermore, the authors provide some discussion and guidance for choosing the ensemble parameters. © 2009 American Association of Physicists in Medicine. [DOI: 10.1118/1.3132304]

I. INTRODUCTION

In recent years, computational intelligence (CI) and machine learning (ML) applications in medical decision support are gaining popularity, specifically in computer-aided analysis of medical images. One of the most popular tasks employing CI and ML techniques is the classification task where a label has to be assigned to an incoming query case determining its membership in one of the predefined classes (e.g., benign vs malignant). Classification is made based on the characteristics of the query case.

Traditionally, a single classifier, such as linear discriminant analysis (LDA), artificial neural network (ANN), or k-nearest neighbor classifier (k-NN), is used for the task. Such classifiers use all previously acquired examples (clinical cases) to develop the system, typically through training. This approach has been shown to be quite effective and robust. However, it has disadvantages. A single classifier can be susceptible to initialization and training parameters and it is always dependent on the particular training dataset that may or may not properly reflect characteristics of the underlying population. Overtraining can be a significant detrimental factor when the training parameters are not carefully optimized. In the context of these difficulties, ensemble classifiers (also called multiclassifier systems) are becoming a sensible and increasingly popular choice. They are known to offer a more efficient use of the available data and, as a result, improved performance. Ensemble techniques have been examined extensively in the machine learning literature and they have been shown effective in multiple applications. Applications of ensemble techniques in computer-aided diagnosis (CAD) have been explored to a lower extent. However, one can find some studies on the topic.

The underlying idea of ensemble classifiers is to construct multiple subclassifiers and then develop a combiner that summarizes the predictions provided by all the subclassifiers into one final decision. Various approaches have been proposed for both subclassifier construction and subclassifier combination. In order to construct multiple subclassifiers one can (i) assign different training/development parameters to each subclassifier, (ii) use different types of subclassifiers, or (iii) use different subsets of the development dataset for each subclassifier. When the subclassifiers are created, a combiner must be designed that uses predictions of all the subclassifiers to make a final decision. Two general ways of combining subclassifiers are (i) classifier fusion and (ii) classifier selection. In classifier fusion (also called cooperative approach), all the predictions are merged into one final deci-
sion. In classifier selection (also called competitive approach), the best/most appropriate subclassifier is selected and its prediction is used as the final decision.

Even though ensemble classifiers are often more effective than single classifiers, they impose certain challenges such as selecting multiple parameters needed to construct an effective ensemble. While researchers typically concentrate their attention on various ways of constructing and combining classifiers, the issue of ensemble size is mostly left out. Only a few studies tackle the topic (for an overview see Ref. 11). These studies typically propose an “overproduce and select” method where an initial large set of subclassifiers is constructed and then it is reduced using various methods. Gia- 
cinto and Roli,28,29 for example, used clustering of the constructed neural network-based subclassifiers and selected the optimal subset based on their diversity and performance. Mar- gineantu and Dietterich30 used kappa statistic to prune the adaptive boosting ensemble to a prespecified size. A similar approach called “thinning” the ensemble” can be found in the study by Banfield et al.31 All these techniques start with a set of subclassifiers and select a subset to construct the final ensemble. Note that the size of the initial ensemble needs to be specified by the designer. Furthermore, all these techniques make use of the concept of diversity to make a selection. In this article we propose adaptive incremental techniques that start with a single classifier and then gradually add subclassifiers based on the overall performance of the resulting system. The proposed techniques do not require the designer to specify the size of ensemble but determine it automatically.

In this study we focus on building ensembles for case-based classifiers.32 Instead of extracting rules from the available training data, case-based classifiers store the actual examples in the database of the system (called case base). When a new unknown query arrives, its similarity to the case base examples is assessed and based on these similarities a decision whether the query is made. Therefore, case base size in the system directly impacts the system’s storage requirements and response time. These two issues are of particular importance in the information-theoretic CAD (IT-CAD) (Ref. 33) system employed in this study. IT-CAD stores the previously acquired examples as entire images (large storage requirement) and uses a computationally expensive mutual information index as a measure of similarity between examples.34

In most studies, the only purpose of using ensembles is to improve the classification performance of the system. However, if the subclassifiers are case based, then the total number of examples used in the system may be a concern since it determines the response time and storage requirement of the system. In this article, we explore the possibility of using ensemble techniques to reduce the total number of examples stored in IT-CAD, while at the same time improving the system’s performance.

The article is organized as follows. In Sec. II, we describe briefly the IT-CAD system employed in this study and describe the examined ensemble techniques in more detail. In Sec. III we discuss the database used in the study as well as the experimental design. In Sec. IV, we present the experimental results. Section V concludes the article with a final discussion.

II. METHODS
II.A. Information-theoretic computer-aided decision system

We based our study on the information-theoretic CAD system proposed by Tourassi et al.33 for the classification of mammographic regions of interest (ROIs) as depicting masses or normal tissue. IT-CAD is a case-based classifier. To assess a similarity between images, the information-theoretic concept of mutual information is used. Mutual information \( I(X,Y) \) between two random variables X and Y is defined as follows:

\[
I(X,Y) = \sum_x \sum_y P_{XY}(x,y) \log_2 \frac{P_{XY}(x,y)}{P_X(x)P_Y(y)}.
\]  

(1)

To apply this concept to images, the probability distributions \( P_X(x) \) and \( P_Y(y) \) are replaced with intensity histograms of images X and Y and the joint probability distribution \( P_{XY}(x,y) \) is replaced with a joint histogram of the two images. Specifically to quantify the similarity between two images, normalized mutual information (NMI) measure is used here,

\[
NMI = \frac{2I(X,Y)}{H(X) + H(Y)},
\]

(2)

where \( H \) is the image entropy. Given the quantified similarities of the query image Q to all the images in the case base, a decision index \( d \) is calculated for the query,

\[
d(Q) = \frac{1}{m} \sum_{i=1}^{m} \text{NMI}(Q, M_i) - \frac{1}{n} \sum_{j=1}^{n} \text{NMI}(Q, N_j),
\]

(3)

where \( M_i \) are ROI examples depicting masses, \( N_j \) are ROI examples depicting normal tissue, \( m \) is a number of mass examples, and \( n \) is a number of normal examples in the case base. To classify the query image \( Q \), a decision threshold \( T \) is applied such that \( Q \) is classified as positive (mass) if \( d(Q) > T \) and as negative if \( d(Q) \leq T \).

Note that \( d(Q) \) can be seen as a special type of \( k \)-nearest neighbor classifier, where \( k \) is equal to the number of examples in the case base. In the original study on IT-CAD,33 the impact of \( k \) on classification performance was evaluated and it was shown that the system’s performance is as good using all examples as it is when using a carefully optimized set of \( k \)-nearest neighbors. Since there is no performance or computational benefit in carefully optimizing \( k \) (i.e., still all possible NMI s need to be calculated and rank ordered), we used the \( k = |S| \) configuration for our study.

II.B. Constructing the ensemble

As described before, the process of constructing an ensemble consists of two primary steps: Constructing subclassifiers and constructing a combiner. The process is depicted
in Fig. 1. This section describes both steps in detail and is concluded by a description of the proposed adaptive incremental way of building ensembles.

II.B.1. Constructing subclassifiers

Since we are using a featureless case-based classifier, there are no natural parameters (e.g., number of features) that can be varied and there is no training involved in the process of constructing IT-CAD. Thus, we concentrate on resampling the development dataset as a technique for constructing subclassifiers. Therefore, each subclassifier in this study is simply an IT-CAD based on a certain subset of the development dataset. In this study we compare two different ways of creating these subsets.

Random division. In this approach, the development dataset $T$ is divided randomly into $L$ mutually exclusive subsets. The sum of such subsets is equal to the original development dataset. The subsets have the same (or approximately the same if the total number of examples does not allow for an equal division) size. Note that in this approach the total number of examples used in the resulting ensemble is the same as in the original classifier.

Random selection. In random selection, for each subclassifier, a set of $N$ examples is selected randomly from the development dataset $T$. The selected subsets can overlap. The maximum total number of distinct examples stored in the system for this approach is $L \cdot N$ ($L$ is a number of classifiers). Note that this is an upper bound for the total number of examples and the actual number can be lower due to the overlap in the selected subsets. In this approach, the total number of distinct examples stored in the ensemble can be significantly lower than in the development dataset available for the original classifier and thus, random selection could offer a case base reduction benefit.

Random selection approach is similar to “bootstrap aggregating” (bagging) proposed by Breiman. In bagging method, bootstrap sampling is used to construct each subclassifier. Even though bagging method is shown to provide considerable improvement in performance as compared to single classifiers, it allows for a very limited, if any, reduction in the total number of examples used by the ensemble.

II.B.2. Combining subclassifiers

To combine decisions of subclassifiers, fusion based on linear discriminant analysis was used in the following way. We chose LDA since it is simple, effective, and popular particularly in medical decision support research. LDA fusion is implemented as follows. Each example $x_i^{(o)}$ is presented to each subclassifier in the ensemble $D$=$\{D_1, D_2, \ldots, D_L\}$ resulting in a vector of decision values $(d_{1i}^{(o)}, d_{2i}^{(o)}, \ldots, d_{Li}^{(o)})$. Such vector, together with the ground truth information for the example $f(x_i^{(o)})$ is used as a training example for the second-level LDA combiner. Therefore the number of examples used for training the LDA is always equal to the number of examples in the entire development dataset. When $x_i^{(o)}$ is included in the case base of one or more subclassifiers, this example is temporarily removed from such case base while calculating the decision to avoid a bias. This method is very similar to stacked generalization used by Wolpert.

II.B.3. An incremental strategy

In most of the previously proposed ensemble techniques, the classifier designer must decide a priori the number of subclassifiers. Too few subclassifiers can result in a poor performance because of lack of diversity in the ensemble. In contrast, too many subclassifiers can pose problems as well. When a trainable second-level classifier is used as the combiner, the number of inputs in the combiner is equal to the number of subclassifiers. It is well known that a high ratio of number of inputs to the number of examples can deteriorate the classifier performance due to overtraining (i.e., “curse of dimensionality”). Furthermore, in the random selection approach, more subclassifiers mean higher time complexity of the classification algorithm when classifying new incoming queries.

In this article, we propose an adaptive incremental strategy of building ensembles utilizing clinically relevant performance measures as optimization criteria. The proposed methods are based on the idea of monitoring the ensemble performance during the building stage. Specifically, two different methods are proposed to adapt the number of subclassifiers to the problem at hand. Additionally, we explore a nonadaptive incremental method for comparison.

The two adaptive methods use the same following algorithm of evaluating the candidate ensemble performance. Given the ensemble $D$=$\{D_1, D_2, \ldots, D_L\}$, the development dataset is divided into an internal training (90% examples) and internal test (10% examples) sets. Then all examples in the training are fed into all the subclassifier and the individual subclassifier responses are used to construct an LDA combiner in the way described in Sec. II.B.2. To test the
classifier, all examples from the internal test set are classified using the ensemble. The performance of the ensemble evaluated on the internal test set is used to assess generalization capabilities of the ensemble. Various methods of evaluating performance could be used at this stage. In this study we use the receiver operator characteristic (ROC) analysis and the area under the ROC curve (AUC) as it is clinically relevant. Note that in this internal LDA training and testing processes, all examples included in the subclassifiers remain there independently on whether they belong to internal training or internal test set. However, in either of these processes, if an example that is presented to the ensemble belongs to one or more subclassifiers, it is temporarily removed from such subclassifier(s) while calculating the subclassifier responses. This internal train and test procedure is repeated ten times implementing a tenfold crossvalidation scheme. The average internal test AUC performance is used for performance evaluation of the ensemble \( D \). We will denote it as AUC\((D)\). This performance measure is assumed to approximate the generalizing abilities of the ensemble. Given such performance measure, we evaluate three incremental ways of constructing the ensemble.

Building ensemble with “no-control” method. In the first method (we will call it no-control method), the process of constructing an ensemble is initiated with a single subclassifier based on a randomly selected set of examples. Then, another subclassifier, also based on the randomly selected set of examples, is added. The subclassifiers do not have to satisfy any criteria to be added. This process is stopped by the system designer by specifying the number of sub-classifiers to be included in the ensemble. Therefore, this method is nonadaptive.

Building ensemble with “add-if-better” method. In the second method (we will call it add-if-better method), the ensemble is initiated as an empty set \( D = \emptyset \). Then at each step \( k \), one subclassifier is added to the ensemble. The new subclassifier becomes an element of the ensemble if it improves the performance of the ensemble AUC\((D(k))\) by a certain margin. Formally, the ensemble is extended by adding the new subclassifier if it satisfies

\[
\text{AUC}(D(k)) > \text{AUC}(D(k - 1)) + 0.001, \tag{4}
\]

where \( D(k) \) is the candidate ensemble in step \( k \). The margin of 0.001 minimal improvement in performance is added to avoid unnecessary expansion of the ensemble with only marginal improvement in the performance. If the new subclassifier does not satisfy this condition, it is not included in the ensemble. In such case another candidate subclassifier is evaluated. This process is repeated up to 50 times in each step. If none of the 50 evaluated candidate subclassifiers satisfy the condition, the process of ensemble building is terminated.

Building ensemble with “pick-best” method. In the third method (we will call it pick-best method), the ensemble is also initiated as an empty set \( D = \emptyset \). Then in each step, 50 candidate subclassifiers are constructed and the subclassifier that, when added to the ensemble, provides the best improvement in the ensemble performance is included in the ensemble. The process is terminated when none of the 50 subclassifiers satisfies condition (4).

Figure 2 presents all the ensemble techniques used in this article in a diagram. Note that the proposed adaptive incremental approach and thus the two methods presented above (add-if-better and pick-best methods) are applicable only to the random selection approach. In random division, as well as in random selection with no-control method, the number of subclassifiers must be determined \( a \) priori.

III. DATABASES AND EXPERIMENTAL DESIGN

III.A. Databases

In order to evaluate experimentally the performance of the ensemble techniques, we used the digital database of screening mammography.\textsuperscript{39,40} We used Lumisys scans of the original mammograms to 12 bit images at 50 \( \mu \text{m/pixel} \). From these images, a set of 512 \( \times \) 512 pixels ROI was extracted. A total of 1820 ROIs were used. 901 mass ROIs (489 malignant and 412 benign masses) were extracted based on the physicians annotations. 919 normal ROIs were extracted randomly by sampling the breast region of normal mammograms (without overlap). The task of the examined CAD system is to distinguish between ROIs depicting masses and those depicting normal tissue.

Database 1 consisted of 1500 ROIs randomly selected from the 1820 available examples. 738 of them depicted masses and 762 depicted normal tissue. Database 1 was used in the main part of the experimental evaluation. Database 2 consisted of the remaining 320 ROIs. 163 of them depicted masses and 157 depicted normal tissue. Database 2 was used for additional validation.

III.B. Experimental design

In the experiments we evaluated the performance of all proposed techniques and compared it to the performance of the original IT-CAD system. We focused on three factors that affect the ensemble’s performance: The way of creating subclassifiers, number of subclassifiers, and (in the case of random selection) number of examples in each subclassifier.

For the random division approach, we evaluated the performance of the system with the number of subclassifiers varying from 2 to 500. The number of examples in each
subclassifer strictly depended on the number of subclassifiers \(N = N_{\text{dev}} / L\), where \(N_{\text{dev}}\) is the total number of examples in the development dataset.

For the random selection approach, we evaluated the ensemble performance for \(N = 2, 10, 20, 50, 100, 200\). As described in Sec. II, we used three methods for incremental construction of ensembles: No-control (nonadaptive), add-if-better (adaptive), and pick-best (adaptive) methods. For the no-control method, we evaluated the performance of the system in a wide range of \(L\). For the other two methods, we simply executed the development process and recorded the performance of the system as well as the number of subclassifiers after the process was terminated.

To ensure an accurate estimation of the system performance, we used a hold-out data handling scheme in the following way. Database 1 was divided randomly into a development dataset (90\% of database 1, 1350 examples) and a testing set (10\% of database 1, 150 examples). The entire process of building an ensemble was executed using the development set. The testing set was used only for the final validation. The process was repeated 200 times. We report the average test performance and its variability over these 200 splits/run. To compare the performance of ensemble to the performance of the original system, a paired t-test based on these 200 splits was used.

Note that this data handling is similar to tenfold crossvalidation. It allows for incorporating three sources of performance variability in the statistical analysis: test set (test set is resampled multiple times), training set (training set is resampled multiple times), and random component of the algorithm (the algorithm is run multiple times). The hold-out data handling used in our experiments allows for a better estimation of the average performance and of the performance variability coming from these three different sources since the entire data split, training, and testing procedure is repeated 200 times (as compared to ten times in tenfold crossvalidation).

As an additional validation, the entire database 1 was used as a development dataset and database 2 was used for testing. The development and testing was repeated only once for all the techniques and examined parameters. This emulates a real-life system development and testing scenario. In all our experiments, for consistency, we used the Wilcoxon nonparametric estimation of the area under the ROC curve.

IV. EXPERIMENTAL RESULTS

We present the results in two subsections. In Sec. IV A we concentrate on the scenario when the system developer’s only goal is to maximize system performance. In Sec. IV B, we focus on reducing the total number of examples stored in the system. We also evaluate the impact of the number of subclassifiers \(L\) and the number of examples \(N\) in each subclassifier on the obtained performance as well as the total number of distinct examples included in an ensemble system.

<p>| Table I. Maximum AUC test performance for the examined ensemble techniques. |
|-------------------------------|-------------|-------------|----------|-----------------|</p>
<table>
<thead>
<tr>
<th>(N)</th>
<th>No-control</th>
<th>Add-if-better</th>
<th>Pick-best</th>
<th>Random division</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.903 ± 0.024</td>
<td>0.902 ± 0.023</td>
<td>0.898 ± 0.025</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.903 ± 0.023</td>
<td>0.901 ± 0.024</td>
<td>0.899 ± 0.024</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.903 ± 0.024</td>
<td>0.901 ± 0.024</td>
<td>0.899 ± 0.023</td>
<td>0.905 ± 0.024</td>
</tr>
<tr>
<td>20</td>
<td>0.904 ± 0.024</td>
<td>0.900 ± 0.025</td>
<td>0.901 ± 0.025</td>
<td>(L = 100)</td>
</tr>
<tr>
<td>50</td>
<td>0.904 ± 0.024</td>
<td>0.902 ± 0.024</td>
<td>0.901 ± 0.024</td>
<td>(N = 13–14)</td>
</tr>
<tr>
<td>100</td>
<td>0.904 ± 0.024</td>
<td>0.902 ± 0.023</td>
<td>0.900 ± 0.024</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>0.903 ± 0.023</td>
<td>0.901 ± 0.023</td>
<td>0.901 ± 0.024</td>
<td></td>
</tr>
</tbody>
</table>

IV.A Improving performance

The average AUC test performance (for 200 crossvalidation splits) for the examined techniques is presented in Table I with respect to the number of examples \(N\) in each subclassifier. In this context, \(N\) is an algorithm parameter that has to be decided by the system designer. For the nonadaptive methods (random division and random selection with no-control method), we reported the maximum test average performance obtained when varying ensemble sizes \(L\). For the adaptive methods (random selection with add-if-better and pick-best methods), we simply reported the average performance obtained for the method. The performance of the original, single IT-CAD classifier system was 0.865 ± 0.029. We established that all the ensemble techniques examined in this article provided a similar and statistically significant \((p < 0.001)\) improvement in performance as compared to the original IT-CAD. Furthermore, we observed that for random selection approach performance improvement was independent of the number of examples \(N\) included in each subclassifier.

IV.B Reducing the total number of examples stored in the system

Figure 3 presents the relationship between the number of subclassifiers \(L\) and the average test ROC performance for database 1. For the techniques where the number of subclassifiers \(L\) is determined \(a \text{ priori}\) by the designer, this relationship is represented by a curve to show how the performance depends on the choice of \(L\). For the techniques where \(L\) is determined automatically by the algorithm, it is represented by a single point (a square or a circle). The solid curves show the performance for the random selection approach with no control for \(N = 2, 20, 200\). Only these three subclassifier sizes were selected to keep the graph simpler since the results for \(N = 5, 10, 50, 100\) followed the same trends. The dotted curve shows the performance of random division. The performance of random selection with add-if-better and pick-best methods is represented by squares and circles, respectively.

Several conclusions can be drawn from Fig. 3. When the designer selects the number of subclassifiers \(L\) (i.e., random selection with no-control method and random division), the performance is clearly dependent on \(L\). Specifically, the AUC performance index initially increases and then, after reaching
its maximum, it deteriorates with increasing \( L \). The initial improvement in the performance \((L=1 \text{ to } L=100)\) can be explained by the fact that the response of each additional subclassifier to a query can be treated as an additional feature of that query and thus can be useful in the decision process and, in turn, improve the overall performance. On the other hand, the drop in performance for \( L > 150 \) can be explained by the fact that adding subclassifiers corresponds to adding inputs to a second level combiner which given a limited number of training examples causes overtraining. The number of examples in each subclassifier \( N \) had no impact on susceptibility of the ensemble to overtraining. The classifier designer needs to remember that the value of \( L \) for which the performance reaches its maximum may depend on the number of examples available for the development dataset and needs to be determined with a considerable experimental effort. This calls for reliable algorithms to select the size of ensembles automatically such as the two adaptive methods proposed in this article (random selection with add-if-better and pick-best methods).

As the next step, we examined the described techniques based on if and how their performance depends on the total number of distinct examples used in the ensemble. This issue is important not only to select ensemble parameters providing the best achievable performance but also in a scenario when the total number of examples used in a system is a concern. For random division approach, the total number of distinct examples is always equal to the number of examples in the original development dataset. Therefore only random selection approach can potentially offer a reduction in the case base used in the system. Furthermore, note that in random selection the total number of distinct examples used in the system can be lower than the product of number of subclassifiers and number of examples in each subclassifier \((L \times N)\). This is the case because the same example can occur in more than one subclassifier. Therefore, \( L \times N \) constitutes an upper bound for the total number of distinct examples stored in the system.

The total number of distinct examples used in the ensemble is presented in Table II. For the methods where the number of subclassifiers is determined automatically by the method, the total number of distinct examples is averaged over 200 splits. For the method where \( L \) is decided \textit{a priori} by the system designer (no-control method), the number of distinct examples is presented for \( L \) that provided maximum average test performance (i.e., an optimal choice of the ensemble size). Since the total number of distinct examples for a given number of subclassifiers \( L \) may slightly vary, the number of examples averaged over 200 splits is provided in the table.

For the no-control method, the resulting total number of distinct examples highly depends on the number of examples \( N \) in each subclassifier. Specifically, increasing \( N \) resulted in increasing total number of distinct examples. This method offered a notable reduction in the case base for \( N=2-20 \). The reduction for \( N=50-100 \) was marginal and there was no reduction at all for \( N=200 \).

As for the methods where \( L \) is determined automatically (random selection with add-if-better and pick-best methods), Table II indicates that they provide a large reduction to the total number of distinct examples used in the system. For add-if-better as well as for pick-best-methods, a notable reduction was obtained for all \( N \). It is clear that for both techniques it is beneficial to use very low number of examples in each subclassifier \( N \) if case base reduction is a concern.

### IV.C. Final validation

To further validate the obtained results we conducted an additional experiment. We used the entire database 1 as a development dataset and database 2 as a testing dataset. It simulates a real-life scenario when a limited dataset is available to the system designer and the constructed system is tested on new, unknown examples. The baseline AUC performance (original IT-CAD) for this scenario was \( 0.871 \pm 0.020 \) (estimate based on 5000 bootstrap samples). The best test AUC performance provided by random division

![Graph](image-url)
technique was 0.914 ± 0.016 and was obtained for \( L=90 \) resulting in \( N=16.7 \) (1500/90) examples in a subclassifier in average. The obtained performance was statistically significantly better than the baseline performance \((p < 0.001)\).

Random selection with no-control method resulted in the maximum test AUC performance (estimate based on 5000 bootstrap samples) of 0.909 ± 0.016 \((L=160)\) for \( N=2 \), 0.912 ± 0.016 \((L=60)\) for \( N=5 \), 0.903 ± 0.017 \((L=60)\) for \( N=10 \), 0.908 ± 0.016 \((L=60)\) for \( N=20 \), 0.918 ± 0.015 \((L=30)\) for \( N=50 \), 0.912 ± 0.016 \((L=50)\) for \( N=100 \), and 0.909 ± 0.016 \((L=18)\) for \( N=200 \). The resulting AUC performance for all \( N \) was statistically significantly better than the baseline (two-tailed \( p < 0.001 \)). To further validate our conclusions concerning the drop in performance for high \( L \) caused by overtraining of the combiner, we examined the performance for \( L=500 \). It was considerably lower than the maximum performance for all values of \( N \) and was equal to 0.881 ± 0.019 for \( N=2 \), 0.860 ± 0.021 for \( N=5 \), 0.875 ± 0.020 for \( N=10 \), 0.874 ± 0.019 for \( N=20 \), 0.882 ± 0.019 for \( N=50 \), 0.878 ± 0.020 for \( N=100 \), and 0.874 ± 0.019 for \( N=200 \).

Applying random selection with add-if-better method provided the following test AUC performance: 0.903 ± 0.017 for \( N=2 \) \((L=22)\), 0.916 ± 0.015 for \( N=5 \) \((L=17)\), 0.914 ± 0.015 for \( N=10 \) \((L=24)\), 0.907 ± 0.016 for \( N=20 \) \((L=19)\), 0.906 ± 0.017 for \( N=50 \) \((L=13)\), 0.896 ± 0.017 for \( N=100 \) \((L=12)\), and 0.901 ± 0.017 for \( N=200 \) \((L=9)\). The performance was statistically significantly better (two-tailed \( p < 0.001 \)) for all \( N \). Applying random selection with pick-best method also statistically significantly improved the performance of the original IT-CAD for all \( N \). The test AUC performance was equal to 0.901 ± 0.017 for \( N=2 \) \((L=11)\), 0.904 ± 0.017 for \( N=5 \) \((L=14)\), 0.913 ± 0.016 for \( N=10 \) \((L=9)\), 0.906 ± 0.016 for \( N=20 \) \((L=7)\), 0.899 ± 0.017 for \( N=50 \) \((L=4)\), 0.900 ± 0.017 for \( N=100 \) \((L=6)\), and 0.903 ± 0.017 for \( N=200 \) \((L=11)\). It is apparent that random selection with add-if-better as well as with pick-best methods allowed for a significant reduction of the total number of examples. Overall, the final validation results were consistent with the conclusions drawn in the primary experiment.

IV.D. Comparison to other techniques

To further validate our efforts in proposing new techniques for building ensembles, we compared their performance to some other well-established techniques in machine learning. The two algorithms that we implemented for the comparison are boosting\(^{14}\) and bootstrap aggregating\(^{15}\) (bagging). First, we evaluated the performance of the boosting algorithm called AdaBoost.M1.\(^{14}\) The idea of this algorithm is to reinforce the training examples that are often misclassified by providing them with a higher weight in a subclassifier (boosting by reweighting) or a higher probability of being included in the training of a subclassifier (boosting by resampling). In our experiments we use boosting by reweighting. For the details of how to incorporate weights in our IT-CAD system, please see our recent publication.\(^{41}\)

AdaBoost results in a binary ensemble classifier. We made a natural extension such that the resulting ensemble classifier returns a continuous decision value so that we can perform ROC analysis. In order to do so, when calculating the final decision of the ensemble, we utilized the actual outputs on IT-CAD based subclassifiers as opposed to the labels obtained by applying a threshold. We applied the AdaBoost.M1 algorithm on database 1 using the same cross-validation as in the main experiments (200 random splits). For AdaBoost.M1, we obtained AUC performance of 0.873 ± 0.028, a small improvement as compared to the original, single IT-CAD \((\text{AUC}=0.865 \pm 0.029)\). The obtained performance, however, is still inferior compared to the performance of the methods proposed in this study.

Furthermore, we tested the Breiman’s bagging algorithm. The idea of this algorithm is to create multiple subclassifiers by resampling (bootstrap) the available set of examples. Then, subclassifiers are combined using simple averaging of individual decision indices. Database 1 with 200 random splits was used to evaluate performance as in the previous experiment. For bagging, we obtained AUC performance of 0.865 ± 0.029 which indicates no improvement as compared to the original IT-CAD and far inferior performance as compared to our techniques. This result suggests that second-level classifiers are more effective as opposed to averaging in the step of combining decisions of subclassifiers.

Note that in their original implementation, AdaBoost.M1 and Breiman’s bagging do not offer reduction in the case base size. In the following experiments, we preceded the two ensemble algorithms with a step of case base reduction. We used a classical machine learning technique called edited nearest neighbor (ENN) proposed by Wilson.\(^{42}\) This algorithm simply removes all examples that are misclassified by their neighbors. These misclassified examples are considered outliers. Although there are multiple case base reduction in machine learning,\(^{43}\) we decided to use ENN as it is simple and well established in the field. Furthermore, ENN allows for automatic selection of the selected subset size. Although manual selection of the subset size can be beneficial (see the techniques evaluated in our recent paper solely devoted to the problem of optimizing case bases\(^{45}\)), in this study it would be impractical to introduce another degree of freedom to the analysis. A slightly modified version of the edited nearest neighbor algorithm has been also applied to reduction of the reference database in a problem of false positive reduction in mammography by another group.\(^{44}\) In our experiments we used database 1 with the same cross-validation scheme as in the main experiments (200 random splits).

The ENN reduction alone resulted in a moderate decrease in performance as compared to the original IT-CAD system \((\text{AUC}=0.832 \pm 0.032 \text{ vs } \text{AUC}=0.865 \pm 0.029)\). The benefit of this step is a reduction in the case base size to the average of 1053.6 ± 7.6 examples (reduction by 22%). Following the example selection step with AdaBoost.M1 resulted in performance of \(\text{AUC}=0.853 \pm 0.027\). This is a moderate increase as compared to the selection step alone. However, the result-
ing performance is still below the level of the original IT-CAD system and notably below the performance of our methods. Following the example selection step with bagging resulted in AUC performance of \(0.832 \pm 0.032\), i.e., the same as for the selection step alone. This finding is consistent with the results for applying bagging without the selection step (no change in performance).

In conclusion, the techniques proposed in this study are superior, as applied to our IT-CAD system, than the two well-established ensemble algorithms in machine learning: AdaBoost.M1 and Breiman’s bagging. Even though some reduction can be obtained by applying an example selection algorithm prior to building ensemble, the reduction is notably worse than in our techniques and the hybrid (reduction + ensemble) system performs worse than our methods. Future studies can evaluate performance of combination of example selection and ensemble learning while other selection techniques are applied.

V. CONCLUSIONS AND DISCUSSION

In this article, we evaluated the effectiveness of ensemble techniques with the information-theoretic CAD system previously proposed by our group for the detection of masses in mammograms. We discussed advantages and limitations of these techniques. We compared two general approaches to constructing subclassifiers: Random division and random selection and we used LDA classifier as a second-level combiner. In response to one of the limitations of ensemble classifiers, specifically the fact that it is often not clear how many subclassifiers should be included in the ensemble, we proposed two adaptive methods that determine the number of subclassifiers automatically.

The study results allow us to draw the following conclusions:

- All examined ensemble methods provide a similar and statistically significant improvement in performance (AUC=0.898 \pm 0.026 to AUC=0.905 \pm 0.024) as compared to the original system (AUC=0.865 \pm 0.029).
- For the methods where the number of subclassifiers \(L\) is determined \textit{a priori} by the system designer (random selection with no-control and random division), the obtained performance is highly dependent on this choice.
- When random selection is used to construct subclassifiers, the achieved performance is not affected by the number of examples \(N\) in each subclassifier.
- Ensemble techniques can be used to notably reduce the total number of examples used in the case-based system.
- The two adaptive methods (random selection with add-if-better and pick-best methods) proposed in this article turn out to be the most effective if a case base reduction is a concern.

\[(a)\] The total number of distinct examples can be reduced to as few as \(45.7 \pm 10.9\) examples (3.4\% of the original case base size) for random selection with add-if-better method.

\[(b)\] The total number of distinct examples can be reduced even further to \(17.7 \pm 5.3\) examples (1.3\% of the original case base size) if random selection with pick-best method is used.

- The proposed methods are superior to the previously proposed in the machine learning literature and boosting methods as applied to our CAD system.

The finding that the total number of examples can be reduced to as few as \(17.7 \pm 5.3\) examples or 1.3\% of the original case base without compromising the system’s performance may seem controversial since in many studies the reference database used for the system is very large. However, it is consistent with multiple recent studies showing that when intelligent techniques are applied for the selection of examples, a dramatic case base reduction can be obtained. For example, Skalak et al. showed that the case base of a \(k\)-nearest neighbor system can be reduced to only 1\% of its original size. Similarly, Wilson demonstrated that the case base can be reduced to 1\% of its original size without compromising the performance of the system. In a very recent study, we also showed that when such techniques as random mutation hill climbing or a selection technique based on genetic algorithms are applied to our IT-CAD in mammography, the case base can be reduced to 2\%-4\% of the original size without compromising performance. In this study we show that ensemble techniques can also be used for this purpose.

Note also that the proposed techniques have been applied only to a case-based system. However, it can be adapted to rule-based systems such as support vector machines or neural networks which are popular choices for computer-assisted mass detection schemes. The resulting ensembles could also provide some insight into which examples are the most useful in such systems. This can be a part of future research.

To conclude, ensemble techniques turned out to be very effective in our system. The two proposed incremental algorithms of constructing ensembles are preferable since in addition to a significant improvement in performance, they allow for substantial reduction of case base size and they automatically adapt the number of subclassifiers to the classification problem at hand.
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