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Abstract—Accurate lung segmentation from large-size 3-D chest-computed tomography images is crucial for computer-assisted cancer diagnostics. To efficiently segment a 3-D lung, we extract voxel-wise features of spatial image contexts by unsupervised learning with a proposed incremental constrained nonnegative matrix factorization (ICNMF). The method applies smoothness constraints to learn the features, which are more robust to lung tissue inhomogeneities, and thus, help to better segment internal lung pathologies than the known state-of-the-art techniques. Compared to the latter, the ICNMF depends less on the domain expert knowledge and is more easily tuned due to only a few control parameters. Also, the proposed slice-wise incremental learning with due regard for interslice signal dependencies decreases the computational complexity of the NMF-based segmentation and is scalable to very large 3-D lung images. The method is quantitatively validated on simulated realistic lung phantoms that mimic different lung pathologies (seven datasets), in vivo datasets for 17 subjects, and 55 datasets from the Lobe and Lung Analysis 2011 (LOLA11) study. For the in vivo data, the accuracy of our segmentation w.r.t. the ground truth is 0.96 by the Dice similarity coefficient, 9.0 mm by the modified Hausdorff distance, and 0.87% by the absolute lung volume difference, which is significantly better than for the NMF-based segmentation. In spite of not being designed for lungs with severe pathologies and of no agreement between radiologists on the ground truth in such cases, the ICNMF with its total accuracy of 0.965 was ranked fifth among all others in the LOLA11. After excluding the nine too pathological cases from the LOLA11 dataset, the ICNMF accuracy increased to 0.986.

Index Terms—Constrained nonnegative matrix factorization, incremental learning, lung segmentation.

I. INTRODUCTION

Accurate automated segmentation of lung tissues from computed tomographic (CT) images is of profound importance for developing noninvasive computer-assisted system for early diagnosis of lung cancer and other pulmonary diseases [1]–[5]. This problem is challenging because discriminatory pixel/voxel-wise signals for lung tissues are often inhomogeneous and lack strong differences from tissues surrounding the lungs and pulmonary structures, such as arteries, veins, bronchi, bronchioles, etc.

The success of a particular segmentation technique is measured in terms of its accuracy, processing time, and automation level. Most of the known lung segmentation techniques employ and combine in various ways multiple image processing and analysis tools, such as, e.g., signal thresholding, region growing, deformable parametric or geometric (level-set-based) boundaries that evolve toward a goal region border under external and internal forces, depending at each step on image signals and a current boundary shape, prior models of shapes of goal regions, and/or image signals classifiers and region maps refiners employing Markov–Gibbs random field (MGRF) models of images and maps. Adding the learned shape prior model to image signals improves the segmentation accuracy, but requires to coalign an input CT image to the prior before starting the segmentation. In particular, Itai et al. [6] extracted the lungs with a 2-D parametric deformable boundary guided by an external force depending on deviations from anticipated lung borders on the image. Sluimer et al. [7] segmented a pathological lung using the shape prior for the normal lungs. A two-stage MGRF-based segmentation by El-Baz et al. [8] separates the lungs from a low-dose CT image using first a voxel-wise Bayesian classifier. A linear combination of discrete Gaussians that closely approximates the empirical marginal probability distribution of image signals is separated into the lung and background models. Then regions after the classification are refined by searching for the closest local minimum of energy for a joint MGRF combining the first-order conditional independent random field of images, given a region map, and the unconditional MGRF of region maps with second-order spatial voxel interactions. Many today’s lung segmentation techniques are surveyed in [9].

The recent “LObe and Lung Analysis 2011 challenge” (LOLA11) yielded a number of state-of-the-art techniques for segmenting the chest CT scans. Lassen et al. [10] initialize a lung region using a fixed signal threshold, grow the region to coarsely extract pulmonary airspaces; approximate a lung bounding box using a low-resolution lung mask, and then select an appropriate lung segmentation threshold by analyzing the empirical marginal signal distribution in the box. A tracheobronchial tree is segmented in [11] growing the left and right lung regions with two guiding signal thresholds; filling holes in region maps for axial 2-D CT slices, and using the morphological closing to include sub-pleural abnormalities and concavities to the lungs.
Mansoor et al. [12] propose a fuzzy connectedness principle to extract initial lung parenchyma and estimate the lung volume directly from the ribcage information without explicitly delineating the lungs. Lo et al. [13] segment the lungs by the 3-D region growing and morphological operations. The region growing is also employed in [14] to extract large airways, e.g., trachea and main bronchi; segment the lungs using an optimal upper threshold [15], and improve each lung separately by filling 3-D holes and using the morphological closing with a spherical structuring element to include blood vessels and smooth the borders. Sun et al. [16] detect a ribcage to initialize and roughly outline the lungs with a deformable shape model and adapt the outlined surface to the image.

However, a vast majority of these techniques do not account explicitly for characteristic spatial dependencies between image signals in the lungs and their background, and thus, have limited abilities in adapting to and retaining acceptable accuracies in the presence of significant natural lung inhomogeneities. The conventional first-order signal models have gained wide-spread acceptance only because accurate modeling of higher-order spatial dependencies and computationally feasible embedding of such models into segmentation process are generally challenging problems. Nonetheless, recent applications of the nonnegative matrix factorization (NMF) to extract voxel-wise vectorial features quantifying high-order spatial signal dependencies for image segmentation [17]–[20] hold much promise for better object discrimination.

### A. Nonnegative Matrix Factorization

Let \( \mathbb{R}_+ \) denote the set of nonnegative real numbers and \( A = [a_1 \ldots a_n] \in \mathbb{R}_+^{m \times n} \) be a nonnegative \( m \times n \) data matrix, with columns \( a_j = [a_{1,j} \ldots a_{m,j}]^T \); \( j = 1, \ldots, n \), representing \( m \)-dimensional data vectors.

The NMF [21] approximates the data matrix with a product \( A \approx WH \) of two lower-rank nonnegative matrices; the \( m \times r \) basis matrix \( W \in \mathbb{R}_+^{m \times r} \) and the \( r \times n \) projection matrix \( H \in \mathbb{R}_+^{r \times n} \). The columns of \( W \), i.e., the \( m \)-dimensional vectors \( w_q \); \( q = 1, \ldots, r \), form the basis of a reduced \( r \)-dimensional feature space; \( r < m \); \( w_q = [w_{1,q} \ldots w_{m,q}]^T \) where \( T \) denotes the vector or matrix transposition. The columns of \( H \) are the \( r \)-dimensional vectors \( h_j = [h_{1,j} \ldots h_{r,j}]^T \); \( j = 1, \ldots, n \), representing projections of the initial data vectors \( a_j \) to the \( r \)-dimensional feature space, i.e., \( a_j \approx \sum_{q=1}^{r} h_{q,j} w_q \); \( j = 1, \ldots, n \). In other words, the NMF reduces the initial \( m \)-dimensional data vectors \( a_j \) to the \( r \)-dimensional ones \( h_j \) in \( H \); \( j = 1, \ldots, n \).

The factors \( W \) and \( H \) are estimated by minimizing the reconstruction error [22], measured often with the squared Frobenius norm \( \| D \|^2 \) of the difference \( D = A - WH \):

\[
F_{re} = \| A - WH \|^2 = \sum_{i=1}^{m} \sum_{j=1}^{n} (a_{ij} - (WH)_{ij})^2 . \quad (1)
\]

Here and below, for brevity, \( (WH)_{ij} \) denotes the \((i, j)\)-element of the product matrix \( WH \):

\[
(WH)_{ij} = \sum_{k=1}^{r} w_{ik} h_{kj}; \quad i = 1, \ldots, m; \quad j = 1, \ldots, n.
\]

In some cases, the NMF is able to produce factors \( W \) and/or \( H \), which can be considered basic data constituents due to only a small number of nonzero elements. Sparsity and smoothness constraints on the factors \( W \) and/or \( H \) [23]–[27], in particular, on their Frobenius norms [27], [28]:

\[
F = F_{re} + \lambda_W \| W \|^2 + \lambda_H \| H \|^2 \quad (2)
\]

amplify this ability, making the NMF a major focus of attention. The empirically selected weights \( \lambda_W \) and \( \lambda_H \) control the smoothness of \( W \) and the sparseness of \( H \), respectively.

To perform the NMF, a local minimum of the unconstrained [(1)] or constrained reconstruction error, such as, e.g., in (2), is searched for with an optimization algorithm such as, e.g., the alternating least square (ALS), active set-based ALS (ALS-AS), or multiplicative update rules (MUR) [22], [29]–[31]. The equivalence between the squared Frobenius norm \( \| D \|^2 \) of an arbitrary matrix \( D \) and the trace \( \text{Tr}(DD^T) \) of the square matrix \( DD^T \):

\[
\| D \|^2 \equiv \text{Tr}(DD^T)
\]

simplifies obtaining matrix derivatives [32] for minimizing the errors of (1) and (2) by expanding (1):

\[
F_{re} = \text{Tr}((A-WH)(A-WH)^T) = \text{Tr}(AA^T) - 2\text{Tr}(AH^TW) + \text{Tr}(WHH^TW) \quad (3)
\]

and taking its derivatives:

\[
\frac{\partial F_{re}}{\partial W} = -2(A-WH)H^T;
\]

\[
\frac{\partial F_{re}}{\partial H} = -2W^T(A-WH); \quad \frac{\partial \| V \|^2}{\partial V} = 2V \quad (4)
\]

where \( V \) stands for either \( W \) or \( H \). However, if the matrix \( A \) is very large, the straightforward error minimization becomes computationally too expensive.

### B. NMF for Image Segmentation

The NMF is often used as an efficient dimensionality reduction tool in machine learning and image analysis by feature extraction, clustering, and classification. However, due to relative novelty, it is rarely used for segmentation, especially, in application to medical images, in spite of its advantages, such as dealing with piecewise-homogeneous vectorial properties of pixels or voxels, possible unsupervised learning of basis features, and using only a few control parameters. After extracting one or more characteristic basis features for each region of interest, the initial pixel/voxel-wise vectors are projected onto the feature space and every projection is associated with the most relevant feature(s). Xie et al. [17] extracted features of spinal cord, corpus callosum, and hippocampus from diffusion tensor Images of rat brains with the NMF and stratified all the the pixels by the K-means clustering [33] of their projections in the matrix \( H \). For segmenting a multispectral barley grain cross section, Lazar et al. [18] decorrelated an image dataset with the principal component analysis and applied the NMF to the decorrelated data. The number \( r \) of the basis features in
W was equal to the number of the most significant principal components, responsible for the main part of the data variance. Then the data samples were classified by their closeness to the features found, which was evaluated by the maximum component of the corresponding projection vector in \( \mathbf{H} \). Sandler and Lindenbaum [19] divided a texture mosaic into nonoverlapping rectangular blocks and described each block with a vector of outputs of a bank of linear Gabor, or wavelet filters. The characteristic basis features were found with the NMF employing the Earth mover’s distance, and the Bayesian maximum a posteriori decision rule was applied to classify each pixel.

Because 3-D lung CT images are extremely large and make the ALS computationally too expensive, the ALS-AS-based NMF was applied in our previous study [20] separately to each axial 2-D CT slice converted into a classical context image [34]. Each voxel of the latter is represented by a context vector, containing the original voxel-wise signal and signals from its selected neighbors, e.g., the 27-vector for the nearest 3 \( \times \) 3 \( \times \) 3 volume centered on the voxel. The obtained projections \( \mathbf{h}_j \) are used as characteristic voxel-wise descriptors for segmentation and associated with the darker lung and brighter chest tissues by their total intensity: the lower the Frobenius norm \( \| \mathbf{h}_j \| \) (the Cartesian distance from \( \mathbf{h}_j \) to the origin 0), the darker the tissue. However, that the separate slice-wise segmentation accounts for the interslice signal dependencies only implicitly, via the context, decreases separability and smoothness of the chest and lung manifolds in the space of \( h \)-descriptors, and hence, decreases the segmentation accuracy. This drawback is overcome by using the introduced below incremental constrained NMF (ICNMF), combining basic ideas of the earlier incremental NMF (INMF) [35] and constrained NMF (CNMF) [27], [28]. Voxel-by-voxel decomposition of the entire 3-D context image with the INMF improves capturing the interslice spatial dependencies, while the lung and chest manifolds in the \( h \)-space learned by the CNMF are smoother and more discriminable than in [20]. To reduce the computational complexity, the large data matrix \( \mathbf{A} \) for a 3-D CT image is decomposed with the ICNMF slice-after-slice, so that factorizing each next axial CT slice is initialized with the basis and projection matrices, having been already obtained from all the preceding slices.

The proposed ICNMF and its application to the 3-D CT lung image segmentation are detailed in Section II. Section III presents and discusses experimental results, and conclusions are given in Section IV.

II. METHODS

Sections II-A and II-B below describe embedding constraints into the INMF in order to build the ICNMF and the ICNMF-based lung segmentation algorithm, respectively. To minimize the reconstruction error of (1) for a large matrix \( \mathbf{A} \) in a computationally feasible way, the INMF builds \( \mathbf{W} \) and \( \mathbf{H} \) incrementally, using at each step the iterative MUR converging to the closest local minimum [35]. After adding each next data vector to \( \mathbf{A} \), the already computed \( \mathbf{W} \) and \( \mathbf{H} \) initialize the next step, thus reducing the overall computational complexity. However, the INMF by itself does not guarantee a smooth and sparse data representation, such that the CNMF obtains due to constraining the matrix factors. The ICNMF combines the main ideas of the INMF and CNMF.

A. Incremental Constrained NMF

Let \( \mathbf{A}_k = [a_1, a_2, \ldots, a_l]; \mathbf{W}_k; \mathbf{H}_k; F_{re:k}, \) and \( F_k \), denote the data matrix with the initial \( k \) data samples, the corresponding basis and projection matrices, the reconstruction error, and the constrained reconstruction error, respectively:

\[
F_{re:k} = \| \mathbf{A}_k - \mathbf{W}_k \mathbf{H}_k \|^2;
\]

\[
F_k = F_{re:k} + \lambda_W \| \mathbf{W}_k \|^2 + \lambda_H \| \mathbf{H}_k \|^2. \tag{5}
\]

The INMF [35] assumes that every new sample, \( a_{k+1} \), does not significantly affect the current basis \( \mathbf{W}_k \), optimized for the previous \( k \) samples, so that their projection vectors \( \mathbf{H}_k \) need not be changed. Then the first \( k \) columns of \( \mathbf{H}_{k+1} \) remain equal to \( \mathbf{H}_k \), i.e., \( \mathbf{H}_{k+1} = [\mathbf{H}_k, \mathbf{h}_{k+1}] \), and only the basis, \( \mathbf{W}_{k+1} \) and the last projection vector-column \( \mathbf{h}_{k+1} \) have to be updated [35]. To reach a local minimum of the constrained reconstruction error of (5) after adding the new sample \( a_{k+1} \) the updates:

\[
F_{re:k+1} = \| \mathbf{A}_{k+1} - \mathbf{W}_{k+1} \mathbf{H}_{k+1} \|^2;
\]

\[
F_{k+1} = F_{re:k+1} + \lambda_W \| \mathbf{W}_{k+1} \|^2 + \lambda_H \| \mathbf{H}_{k+1} \|^2. \tag{6}
\]

The INMF [35] assumes that every new sample, \( a_{k+1} \), does not significantly affect the current basis \( \mathbf{W}_k \), optimized for the previous \( k \) samples, so that their projection vectors \( \mathbf{H}_k \) need not be changed. Then the first \( k \) columns of \( \mathbf{H}_{k+1} \) remain equal to \( \mathbf{H}_k \), i.e., \( \mathbf{H}_{k+1} = [\mathbf{H}_k, \mathbf{h}_{k+1}] \), and only the basis, \( \mathbf{W}_{k+1} \) and the last projection vector-column \( \mathbf{h}_{k+1} \) have to be updated [35]. To reach a local minimum of the constrained reconstruction error of (5) after adding the new sample \( a_{k+1} \) the updates:

\[
F_{k+1} = \frac{\partial F_k}{\partial h_{k+1}} = \lambda_W \| \mathbf{W}_{k+1} \|^2 + \lambda_H \| \mathbf{H}_{k+1} \|^2. \tag{7}
\]

Here, \( \mathbf{F}_{re:k} \) is the approximate reconstruction error for the first \( k \) samples:

\[
\mathbf{F}_{re:k} = \sum_{i=1}^{m} \sum_{j=1}^{k} (a_{ij} - (\mathbf{W}_k \mathbf{H}_k)_{ij})^2;
\]

\[
\approx \sum_{i=1}^{m} \sum_{j=1}^{k} (a_{ij} - (\mathbf{W}_{k+1} \mathbf{h}_{k+1})_{ij})^2. \tag{8}
\]

Therefore, after adding the next sample \( a_{k+1} \), the conditional minimization of (7) is rewritten to

\[
F_{k+1} = \| \mathbf{A}_{k+1} - \mathbf{W}_{k+1} \mathbf{h}_{k+1} \|^2 + \| \mathbf{a}_{k+1} - \mathbf{W}_{k+1} \mathbf{h}_{k+1} \|^2 + \lambda_W \| \mathbf{W}_{k+1} \|^2 + \lambda_H \| \mathbf{h}_{k+1} \|^2 \tag{9}
\]

which optimizes the basis \( \mathbf{W}_{k+1} \) and adds the new column \( \mathbf{h}_{k+1} \) to the projection matrix, \( \mathbf{H}_{k+1} = [\mathbf{H}_k, \mathbf{h}_{k+1}] \). A conditional local minimum of the error in (9) is found (see Appendix B) by a gradient-like iterative search [36]:

\[
\mathbf{h}_{k+1} \leftarrow (\mathbf{h}_{k+1})_q - \alpha_q \frac{\partial F_k}{\partial (\mathbf{h}_{k+1})_q} ;
\]

\[
(W_{k+1})_{iq} \leftarrow (W_{k+1})_{iq} - \beta_q \frac{\partial F_k}{\partial (W_{k+1})_{iq}} ;
\]

\[
q = 1, \ldots, r; \ i = 1, \ldots, m \tag{10}
\]
**Algorithm 1** 3-D Lung Segmentation by ICNMF-based Visual Appearance Modeling.

1. **Preprocessing**: Remove background of an input 3D CT image \( g \) by conventional 3-D region growing.
2. Apply Algorithm 2 to describe visual appearance of the remaining 3-D context image with \( r \)-dimensional voxel-wise projection vectors in the matrix \( H \) (the value \( r \) is determined empirically).
3. Assign the voxel-wise descriptors to a prescribed number, \( K \), of objects by the \( K \)-means clustering \([33]\).
4. Discriminate between the lung and chest clusters by characterizing their relative brightness with the Frobenius norms of their centroids in the \( h \)-space.
5. Refine the segmented 3-D lung regions by analyzing 3-D connected components.

where \( \alpha_q \) and \( \beta_{iq} \) are specific steps for updating the elements \( (h_{k+1})_q \) and \( (W_{k+1})_{iq} \), respectively, and the partial derivatives follow from (4):

\[
\frac{\partial F_{k+1}}{\partial h_{k+1}^q} = -2W_{k+1}^T(a_{k+1} - W_{k+1}h_{k+1}) + 2\lambda h_{k+1};
\]

\[
\frac{\partial F_{k+1}}{\partial W_{k+1}^q} = -2(A_k - W_{k+1}H_k)H_k^T - 2(a_{k+1} - W_{k+1}h_{k+1})h_{k+1}^T + 2\lambda W W_{k+1}.
\]

As shown in [36], the required adaptive steps result in the multiplicative updates, ensuring that factors \( W_k \) and \( H_k \), which initially (for \( k = 1 \)) were nonnegative, remain nonnegative at every updating iteration, and hence, at every step, \( k = 2, \ldots, n \):

\[
\alpha_q = \frac{(h_{k+1})_q}{(W_{k+1}^T W_{k+1} h_{k+1})_q};
\]

\[
(h_{k+1})_q \leftarrow (h_{k+1})_q \frac{(W_{k+1}^T a_{k+1})_q}{(W_{k+1}^T W_{k+1} h_{k+1} + \lambda H h_{k+1})_q};
\]

\[
\beta_{iq} = \frac{(W_{k+1})_{iq} S_{iq}}{S_{iq}};
\]

\[
(W_{k+1})_{iq} \leftarrow (W_{k+1})_{iq} \frac{(A_k H_{k+1}^T + a_{k+1} h_{k+1}^T)_{iq}}{S_{iq}}
\]

where \( S_{iq} = (W_{k+1}^T H_k H_{k+1}^T + W_{k+1} h_{k+1} h_{k+1}^T + \lambda W W_{k+1})_{iq} \) and \( W_{k+1} \) is initialized with \( W_k \), when the new sample \( a_{k+1} \)
Algorithm 2 Describing Visual Appearance with the ICNMF.

1: Initialization
   
   (i) Given a 3D image \( g \), form the data matrix \( A_0 \) from the context vectors of the first slice \( z = 0 \).
   
   (ii) Set the number \( r \) of voxel-wise features characterizing visual appearance of the object-of-interest.
   
   (iii) Initialize randomly the factors \( W_0 \) and \( H_0 \).
   
   (iv) Update \( H_0 \) and \( W_0 \) iteratively until convergence to a local minimum of the reconstruction error:

   \[
   (H_0)_{qj} \leftarrow (H_0)_{qj} \left( \frac{(W_0^T A_0)_{qj}}{W_0^T W_0 H_0 + \lambda H_0 H_0} \right);
   (W_0)_{iq} \leftarrow (W_0)_{iq} \left( \frac{(A_0 H_0^T)_{iq}}{W_0 (H_0 H_0^T) + \lambda W_0 W_0} \right). \tag{13}
   \]

   (v) Set the initial joint data matrix \( A_{0:0} = A_0 \) and projection matrix \( H_{0:0} = H_0 \).

2: Slice-wise increments: For each slice \( z = [1, \ldots, Z] \),

   (i) Form the matrix \( A_z \) from the context vectors of the slice \( z \) and extend the joint data matrix \( A_{0:z} = [A_{0:z-1} A_z] \).
   
   (ii) Initialize the slice-wise projection matrix \( H_z \) randomly and extend the joint projection matrix \( H_{0:z} = [H_{0:z-1} H_z] \).
   
   (iii) Initialize the basis matrix \( W_z \leftarrow W_{z-1} \) and update \( H_z \) and \( W_z \) iteratively until convergence to a local minimum of the reconstruction error:

   \[
   (H_z)_{qj} \leftarrow (H_z)_{qj} \left( \frac{(W_z^T A_z)_{qj}}{W_z^T W_z H_z + \lambda H_z H_z} \right);
   (W_z)_{iq} \leftarrow (W_z)_{iq} \left( \frac{(A_{0:z-1} H_z^T)_{iq}}{W_z (H_{0:z-1} H_{0:z-1} + H_z H_z) + \lambda W_z W_z} \right). \tag{14}
   \]

3: Output: The joint projection matrix \( H_{0:Z} \) describing visual appearance of the image \( g \) by approximation of the voxel neighborhoods with linear combinations of the \( r \) features specified by the basis matrix \( W_z \).

---

Fig. 3. Signal distributions for segmented voxels in the original 27-dimensional space (a) and the \( r \)-dimensional spaces reduced with the NMF (b) and ICNMF (c) visualized using the t-SNE projection [37]. The better ICNMF performance is exemplified by signal distributions and segmentation results for pathologies on the lung-chest border.

is added. The updates of (12) provably guarantee that iterations at every step \( k \) converge to a local minimum of the reconstruction error [22], [36]. For completeness, Appendix B shows how the multiplicative updates are derived using the conditional Lagrange optimization.

Computational complexity of the ICNMF (like the INMF) is \( O(mr^2) \) per iteration, comparing with \( O(nmr) \) for the NMF. Because the running time depends linearly on the number \( n \) of samples for the NMF, but is independent of this number for the ICNMF and INMF, the latter are more suitable for learning the factors \( W \) and \( H \) to represent a large collection of data samples. Moreover, as follows from (12), the learning computations can be simplified because both the matrices \( A_k \) and \( H_k \) do not change after adding every new data sample \( a_{k+1} \). Thus, instead of keeping separately the growing matrices \( A_k \) and \( H_k \), only their fixed-size products \( A_k H_k^T \) and \( H_k H_k^T \) have to be stored.
The above updating process holds (with mostly notational changes), if the matrix $A_k$ is appended at each step $k + 1$ with not a single vector $a_{k+1}$ but a small-size data matrix, e.g., a context image for the next 2-D slice in the lung segmentation.

### B. ICNMF-Based Lung Segmentation

Fig. 1 and Algorithm 1 outline the proposed segmentation in a 3-D CT chest image by removing image background; describing visual appearance of the remaining chest-lung image with the ICNMF, and extracting 3-D lung voxels by data clustering and cleaning the region map. The last two stages are detailed below.

Let $R$ and $Q = \{0, \ldots, Q\}$ denote a finite arithmetic lattice for separating the $H$-dimensional $h$-spaces for the nearest 3-D neighbors in the original image, e.g., the 27 in-vivo neighborhood. Each voxel $(x, y, z)$ of the context image supports the context vector $a_{x,y,z}$ containing the intensities for this voxel and its nearest 3-D neighbors in the original image $g$, e.g., the 27 intensities in total for the nearest $3 \times 3 \times 3$ neighborhood. Each context vector, exemplified in Fig. 2, forms a column of the data matrix $A$.

To minimize the constrained reconstruction error of (7) after adding each next context vector $a_{k+1}$ (see Section II-A), the ICNMF uses the iterative multiplicative algorithm of (12) producing the goal descriptor $b_{k+1}$ of this voxel and updating the basis matrix $W$. However, repeating such computations for all the voxels of a large 3-D CT image is too expensive. To reduce the complexity, the CT slices are processed sequentially, but all the voxels of every next slice are added to the matrix $A$ simultaneously. The above ICNMF algorithm remains almost the same, apart of considering the appended data sample $a_{k+1}$ and its projection $b_{k+1}$ matrices, rather than vectors. In this case, the already computed optimal basis $W$ of the previous $z$ slices initializes updating the basis $W_{k+1}$ for the $z + 1$ slices. Algorithm 2 outlines the proposed version of the ICNMF.

After projecting the context vectors to the feature space with the ICNMF, the $K$-means clustering is applied to the voxel-wise vectorial projections in the joint matrix $H_{0:z}$ in order to form a prescribed number $K$ of data clusters ($K = 2$ for separating the lung and chest tissues). The Frobenius norm of centroid of each cluster helps to identify the lungs by their relative brightness in the image: the darker the voxel and its neighborhood, i.e., the smaller their context vector norm, the closer its $h$-descriptor to the origin. Then, the segmentation is refined by analyzing 3-D connected components to keep connectivity inside the lung region. In so doing, an initial seed voxel is chosen outside the segmented lung.

To highlight capabilities of the ICNMF in revealing characteristic inter-voxel dependencies, Fig. 3 compares distributions of the original voxel-wise context vectors in the 27-dimensional signal space for the nearest $3 \times 3 \times 3$ neighborhoods and their projections to the reduced $r$-dimensional $h$-spaces formed by the NMF and ICNMF. Due to much better separation of the lung and chest voxels than in the original space, both the NMF- and ICNMF-based $h$-spaces allow for more accurate data clustering and segmentation. However, the ICNMF constrains the signal distributions more effectively than the NMF, and thus, forms smoother and tighter lung and chest manifolds, which are easier for separation. As shown in Fig. 3, selecting the neighborhood size in accord with characteristic spatial dependencies between the lung voxels allows the ICNMF to accurately capture inhomogeneities and pathologies at the lung-border, where the conventional 3-D connected component analysis often fails.

### III. Experiments With Synthetic and Real Data

The proposed ICNMF-based segmentation was evaluated on both real (in-vivo) and synthetic data using three common performance metrics detailed, for completeness, in Appendix A: the Dice similarity coefficient (DSC) [38], the modified 95th-percentile Hausdorff distance (MHD) [39], and the absolute lung volume difference (ALVD).

Synthetic 3-D phantoms [40] simplify initial performance testing because accurate lung borders on real CT images are very difficult to obtain manually due to the observers’ variability. The phantom images mimic visual appearance of the real 3-D CT data by Gibbs sampling of a learned generalized 3-D Gaussian-Markov random field model [41].

The in-vivo 3-D CT image datasets for 17 patients (each set of the size of 512 × 512 × 390 voxels) have been acquired with a multidetector GE Light Speed Plus scanner (General Electric, Milwaukee, WI, USA) using the following scanning protocol: the 2.5-mm-thick slices reconstructed every 5 mm; the scanning pitch of 1.5; 140 KV; 100 MA; and F.O.V of 36 cm. The segmentation separated two objects: the darker lung tissues and the brighter chest tissues.

Table I shows impacts of the sparseness and smoothness constraints of (2) on the segmentation accuracy in terms of the DSC for a real dataset. The INMF-based segmentation with zero constraining weights, $\lambda_W = \lambda_H = 0$, in (5) is distinctly less accurate than the proposed ICNMF-based one. The sparseness of $H$ affects the accuracy more, than the smoothness of $W$, but the accuracy varies insignificantly and nonmonotonously for a variety of the weight combinations, so that selecting the best pair calls for a too long experimentation. However, the DSCs in Table I indicate that increasing the sparseness weight $\lambda_H$
Fig. 4. Original 2-D CT slices (a) and segmented lungs for $3 \times 3 \times 3$ (b), $7 \times 7 \times 3$ (c), $11 \times 11 \times 3$ (d), and $15 \times 15 \times 3$ (e) neighborhoods in the axial (A), sagittal (S), and coronal (C) planes. False positive (FP) and negative (FN) voxels are highlighted in green and yellow, respectively.

Fig. 5. (a) Lungs segmented with Algorithm 1 using the $3 \times 3 \times 3$ neighborhood on pulmonary CT in the cases of airspace consolidation, (b) tree-in-bud and micro-nodules, (c) usual nodules, (d) cancer, (e) ground-glass opacity and juxtapleural nodules, (f) honeycomb, (g) diffuse consolidation, and (h) cavity.

for both zero and nonzero smoothness weight $\lambda_W$ improves the segmentation accuracy, although the improvement becomes more stable when both the smoothness and sparseness are constrained. Constraining the encoding vectors in the $h$-space has to be limited because the accuracy decreases for over-smoothed and/or too sparse voxel manifolds. According to the experiments in Table I, the pair $\lambda_W = 1$ and $\lambda_H = 300$ yields the most stable top accuracy of 0.962. For the nonzero smoothness weights $\lambda_W > 0$ in these experiments, the lower sparseness weight ($\lambda_H < 300$) gradually decreases the DSC, whereas the larger one ($\lambda_H > 300$) either does not affect, or also decreases the accuracy.

The segmentation accuracy was also tested for different numbers $r \in \{2, 4, 6, 8\}$ of the basis vectors, the best result having been achieved for $r = 4$. Obviously, the accuracy depends also on the neighborhood size and shape. Comparative experiments with the $(3 \times 3 \times 3)$, $(7 \times 7 \times 3)$, $(11 \times 11 \times 3)$, and $(15 \times 15 \times 3)$ voxel neighborhoods in Fig. 4 have shown

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Mean(DSC)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 1</td>
<td>0.965±0.010</td>
<td>0.0001</td>
</tr>
<tr>
<td>MRS [42]</td>
<td>0.783±0.078</td>
<td>0.0001</td>
</tr>
<tr>
<td>IT [15]</td>
<td>0.816±0.091</td>
<td>0.0001</td>
</tr>
<tr>
<td>GVF [43]</td>
<td>0.848±0.087</td>
<td>0.0003</td>
</tr>
</tbody>
</table>
that the more expanded the neighborhood, the lesser the segmentation accuracy. The increasing segmentation errors highlighted in green and yellow can be explained in part by higher similarity between the larger neighborhoods for the adjacent voxels along the lung–chest boundary. Also, a number of the CT scans of patients with different lung diseases [12] were segmented in order to evaluate the performance of Algorithm 1 in the case of severe lung pathologies. The eight CT scans selected in Fig. 5 demonstrate diverse pulmonary patterns, such as, e.g., caused by airspace or diffuse consolidation, cancer, different nodules, including juxtalesional ones, etc. Algorithm 1 adapts successfully to such pathologies.

Table II shows the higher accuracy of Algorithm 1 w.r.t. three other segmentation algorithms, by comparing their mean values and standard deviations of the DSCs using the statistical paired t-test. The algorithms for comparisons include the multiresolution segmentation [42]; segmentation with iterative thresholding (IT) followed by morphological operations [15], and segmentation with a deformable boundary guided by the gradient vector flow (GVF) [43].

Table III compares Algorithm 1 with our earlier NMF-based segmentation [20] on the 17 real and 7 synthetic datasets, using all three performance metrics. By the DSC, the algorithms differ insignificantly for the synthetic data, whereas Algorithm 1 demonstrates a small, but statistically significant improvement for the real data (the mean and standard deviation 0.96 ± 0.01 versus 0.95 ± 0.02). But by the ALVD and MHD, the ICNMF-based Algorithm 1 outperforms the NMF-based one on both the real and synthetic datasets.

The sensitivity of Algorithm 1 against selecting the constraining weights, number of the basis vectors, and neighborhood size was evaluated using statistics of the receiver operating characteristic curves, in particular, the area under the curve (AUC). The AUC for \( \lambda_H, \lambda_W, r \) and the neighborhood size \( N_{x,y,z} \) was, respectively, 0.98, 0.98, 0.97, and 0.99, demonstrating both good performance and low sensitivity of the algorithm. Also, as was shown experimentally, different arrangements of the 3-D context voxels in the data vector \( a \), do not adversely affect the segmentation results.

To demonstrate its applicability to the data collected by various scanning protocols, our Algorithm 1 was also tested on 55 real chest 3-D CT scans provided by the LOLA11 challenge (www.lola11.com) and acquired at different places with several scanners, scanning protocols, and reconstruction parameters. To evaluate our results using the LOLA11 dataset, we removed the trachea and main bronchi, and if needed, separated the lung by finding a maximum cost path in connected axial slices as in [44]. Table IV presents the results in comparison with the best, median, and worst results for the 13 lung segmentation algorithms participated in the LOLA11 challenge for 2011–2014. Selected examples of the lung region maps obtained by Algorithm 1 are shown in Fig. 6. To further demonstrate the algorithm’s performance, Fig. 7 visualizes the segmented 3-D lungs for selected subjects.

It should be noted that several pathologies in the LOLA11 dataset are far outside capabilities of the proposed simple visual appearance descriptors accounting for only the nearest-neighbor relations of the voxels. Accurate segmentation of such pathological lungs requires much more profound lung and chest models. Moreover, there is no consensus of the medical imaging community on whether the pleural fluid should be considered as a part of the lung field as it is done in the LOLA11 ground truth [12]. Because our ICNMF-based Algorithm 1 does not include the pleural fluid to the lungs, by the overall accuracy of 0.965 (the relative overlap with the ground truth) it has the fifth rank among all the LOLA11 contestants. However, without the relevant nine pathological subjects from the LOLA11 dataset it achieves the top-rank accuracy of 0.986 for the remaining 46 subjects.

In terms of the algorithm complexity, the proposed ICNMF-based segmentation extracts voxel-wise features in a completely unsupervised mode, using only a few parameters, such as, e.g., \( \lambda_W, \lambda_H, r, \) and \( N_{x,y,z} \), whereas the conventional top-ranked techniques [10]–[12] comprise specific feature
Fig. 6. 3-D lungs segmented with Algorithm 1 using the $3 \times 3 \times 3$ neighborhoods: the CT slice ("s" and "f" indicate the scan and slice numbers, respectively) versus the corresponding lung region map (white) in the LOLA11 dataset.
engineering steps, which require proper initialization and parameter tuning.

IV. CONCLUSION

Our experiments with both in-vivo and synthetic images confirmed that the proposed ICNMF-based 3-D lung segmentation outperforms the existing segmentation approaches, including the NMF-based one, by the DSC, ALVD, and MHD measures of accuracy. Its better performance stems from the more accurate compressed description of characteristic spatial signal dependencies in every input image. The ICNMF reveals the robust features (columns of the basis nonnegative matrix $W$) for encoding the voxel neighborhoods (contexts) with smooth descriptors—columns of the nonnegative projection matrix $H$.

To make the description process computationally feasible for a typically very large 3-D CT image, the ICNMF combines the conventional INMF and CNMF. The optimal basis and projection matrices are estimated incrementally, while constraining their Frobenius norms enforce their smoothness and sparseness, respectively. Testing on the 3-D chest CT images provided by the LOLA11 challenge, collected with different scanners, scanning protocols, and reconstruction parameters, scores our algorithm sufficiently high among the 13 known state-of-the-art methods.

APPENDIX A
SEGMENTATION PERFORMANCE METRICS

The DSC [38] measures an overlap between the segmented object and its ground truth:

$$
DSC = \frac{2TP}{2TP + FP + FN} \times 100\%.
$$

where TP, FP, and FN denote the true positive, FP, and FN correspondences, respectively. The higher the DSC, the better the segmentation, i.e., the closer the match to the ground truth: DSC = 0 indicates no overlap, and DSC = 1 characterizes the ideal agreement.

The ALVD is the percentage volume difference between the segmented region and its ground truth:

$$
ALVD = \frac{FN + FP}{FN + TP} \times 100\%.
$$

The MHD characterizes linear distances (in voxel units) between the segmented object and ground truth. The HD [39] from a point set $A_1$ to a point set $A_2$ is the maximum distance from the points of the set $A_1$ to their nearest points in the set $A_2$:

$$
H(A_1, A_2) = \max_{p \in A_1} \left\{ \min_{r \in A_2} \{D(p, r)\} \right\}
$$

where $D(p, r)$ is the Cartesian distance between the points $p$ and $r$. The bidirectional HD is defined as $H_{bi}(A_1, A_2) = \max \{H(A_1, A_2), H(A_2, A_1)\}$. The MHD, used in this paper to measure the segmentation accuracy, is defined as the 95th-percentile bidirectional HD between the segmented region and its ground truth, such that selecting the maximum distance in the HD is replaced by selecting the 95th-percentile one.

APPENDIX B
UPDATE RULE DERIVATION USING LAGRANGE MULTIPLIERS

To minimize the constrained reconstruction error $F_{k+1}$, (7) can be rewritten as

$$
F_{k+1} = \text{Tr} \left( \left( A_{k} - W_{k+1}H_{k} \right) \left( A_{k} - W_{k+1}H_{k} \right)^T \right) \\
+ \text{Tr} \left( \left( a_{k+1} - W_{k+1}h_{k+1} \right) \left( a_{k+1} - W_{k+1}h_{k+1} \right)^T \right) \\
+ \lambda_W \text{Tr} \left( W_{k+1}W_{k+1}^T \right) + \lambda_H \text{Tr} \left( H_{k}H_{k}^T \right) \\
+ \lambda_H \text{Tr} \left( h_{k+1}h_{k+1}^T \right)
$$

and simplified further by the trace properties $\text{Tr}(YZ) = \text{Tr}(ZY)$ and $\text{Tr}(Z) = \text{Tr}(Z^T)$:

$$
F_{k+1} = \text{Tr} \left( A_k A_k^T \right) - 2\text{Tr} \left( W_{k+1}H_{k} A_k^T \right) \\
- \text{Tr} \left( W_{k+1}H_{k} H_{k}^T W_{k+1}^T \right) + \text{Tr} \left( a_{k+1}a_{k+1}^T \right) \\
- 2\text{Tr} \left( a_{k+1}h_{k+1}^T W_{k+1}^T \right) \\
- \text{Tr} \left( W_{k+1}h_{k+1}h_{k+1}^T W_{k+1}^T \right) \\
+ \lambda_W \text{Tr} \left( W_{k+1}W_{k+1}^T \right) + \lambda_H \text{Tr} \left( H_{k}H_{k}^T \right) \\
+ \lambda_H \text{Tr} \left( h_{k+1}h_{k+1}^T \right).
$$

Let $\Psi = [\psi_{ik}]$ and $\Phi = [\phi_{ik}]$ be matrices of the Lagrange multipliers $\psi_{ik}$ and $\phi_{ik}$ for the constraints $w_{ik} \geq 0$ and $h_{ik} \geq 0$, respectively. Then, the matrix properties $\text{Tr}(AB) = \text{Tr}(BA)$ and $\text{Tr}(A) = \text{Tr}(A^T)$ lead to the following Lagrangian $L$ for (17):

$$
L = \text{Tr} \left( A_k A_k^T \right) - 2\text{Tr} \left( W_{k+1}H_{k} A_k^T \right) \\
- \text{Tr} \left( W_{k+1}H_{k} H_{k}^T W_{k+1}^T \right) + \text{Tr} \left( a_{k+1}a_{k+1}^T \right) \\
- 2\text{Tr} \left( a_{k+1}h_{k+1}^T W_{k+1}^T \right) \\
- \text{Tr} \left( W_{k+1}h_{k+1}h_{k+1}^T W_{k+1}^T \right) \\
+ \lambda_W \text{Tr} \left( W_{k+1}W_{k+1}^T \right) + \lambda_H \text{Tr} \left( H_{k}H_{k}^T \right) \\
+ \lambda_H \text{Tr} \left( h_{k+1}h_{k+1}^T \right).
$$

Fig. 7. 3-D visualization of segmented lungs from selected LOLA11 subjects ("s" indicates the scan) (a) s1 (b) s4 (c) s6 (d) s11.
The partial derivatives of $\mathcal{L}$ with respect to $W$ and $H$ are

$$\frac{\partial \mathcal{L}}{\partial W_{k+1}} = -2\alpha_k H_k^T + 2W_{k+1}H_k H_k^T + 2\lambda W W_{k+1} + \Psi$$

and

$$\frac{\partial \mathcal{L}}{\partial h_{k+1}} = -2W_{k+1}^T a_{k+1} + 2W_{k+1}^T W_{k+1}^T a_{k+1} + 2\lambda W W_{k+1} + \phi_{k+1}$$

(19)

(20)

where $\phi_{k+1}$ denotes the Lagrange multipliers for $h_{k+1}$. Applying the classical Karush–Kuhn–Tucker conditions $\psi_{qj}w_{iq} = 0$ and $w_{iq}h_{jq} = 0$ yields the following equations for $w_{iq}$ and $h_{jq}$:

$$-(A_k H_k^T + \alpha_k + 1 h_{k+1})_{iq} w_{iq} + (W_{k+1}^T H_k^T + W_{k+1} + 1 H_{k+1}^T) w_{iq}$$

$$+ \lambda W W_{k+1} w_{iq} = 0$$

(21)

These equations lead to the following updating rules:

$$\left(W_{k+1}\right)_{iq} \leftarrow \left(W_{k+1}\right)_{iq} \frac{(A_k H_k^T + \alpha_k + 1 h_{k+1})_{iq}}{S_{iq}}$$

(23)

and

$$\left(h_{k+1}\right)_{iq} \leftarrow \left(h_{k+1}\right)_{iq} \frac{(W_{k+1}^T a_{k+1})_{iq}}{(W_{k+1}^T W_{k+1} + \lambda H h_{k+1})_{iq}}$$

(24)

where $S_{iq} = (W_{k+1}^T H_k^T + H_k^T + 1 H_{k+1}^T)_{iq} + \lambda W W_{k+1}$. Equations (23) and (24) prove that the gradient descent updates in Section II-A are correct.
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3-D Lung Segmentation Based on Incremental Constrained Nonnegative Matrix Factorization
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Abstract—Accurate lung segmentation from large-size 3-D chest-computed tomography images is crucial for computer-assisted cancer diagnostics. To efficiently segment a 3-D lung, we extract voxel-wise features of spatial image contexts by unsupervised learning with a proposed incremental constrained nonnegative matrix factorization (ICNMF). The method applies smoothness constraints to learn the features, which are more robust to lung tissue inhomogeneities, and thus, help to better segment internal lung pathologies than the known state-of-the-art techniques. Compared to the latter, the ICNMF depends less on the domain expert knowledge and is more easily tuned due to only a few control parameters. Also, the proposed slice-wise incremental learning with due regard for interslice signal dependencies decreases the computational complexity of the NMF-based segmentation and is scalable to very large 3-D lung images. The method is quantitatively validated on simulated realistic lung phantoms that mimic different lung pathologies (seven datasets), in vivo datasets for 17 subjects, and 55 datasets from the Lobe and Lung Analysis 2011 (LOLA11) study. For the in vivo data, the accuracy of our segmentation w.r.t. the ground truth is 0.96 by the Dice similarity coefficient, 9.0 mm by the modified Hausdorff distance, and 0.87% by the absolute lung volume difference, which is significantly better than for the NMF-based segmentation. In spite of not being designed for lungs with severe pathologies and of no agreement between radiologists on the ground truth in such cases, the ICNMF with its total accuracy of 0.965 was ranked fifth among all others in the LOLA11. After excluding the nine too pathological cases from the LOLA11 dataset, the ICNMF accuracy increased to 0.986.

Index Terms—Constrained nonnegative matrix factorization, incremental learning, lung segmentation.

I. INTRODUCTION

Accurate automated segmentation of lung tissues from computed tomographic (CT) images is of profound importance for developing noninvasive computer-assisted systems for early diagnosis of lung cancer and other pulmonary diseases [1]–[5]. This problem is challenging because discriminatory pixel/voxel-wise signals for lung tissues are often inhomogeneous and lack strong differences from tissues surrounding the lungs and pulmonary structures, such as arteries, veins, bronchi, bronchioles, etc.

The success of a particular segmentation technique is measured in terms of its accuracy, processing time, and automation level. Most of the known lung segmentation techniques employ and combine in various ways multiple image processing and analysis tools, such as, e.g., signal thresholding, region growing, deformable parametric or geometric (level-set-based) boundaries that evolve toward a goal region border under external and internal forces, depending at each step on image signals and a current boundary shape, prior models of shapes of goal regions, and/or image signals classifiers and region maps refiners employing Markov–Gibbs random field (MGRF) models of images and maps. Adding the learned shape prior model to image signals improves the segmentation accuracy, but requires to coalign an input CT image to the prior before starting the segmentation. In particular, Itai et al. [6] extracted the lungs with a 2-D parametric deformable boundary guided by an external force depending on deviations from anticipated lung borders on the image. Sluimer et al. [7] segmented a pathological lung using the shape prior for the normal lungs. A two-stage MGRF-based segmentation by El-Baz et al. [8] separates the lungs from a low-dose CT image using first a voxel-wise Bayesian classifier. A linear combination of discrete Gaussians that closely approximates the empirical marginal probability distribution of image signals is separated into the lung and background models. Then regions after the classification are refined by searching for the closest local minimum of energy for a joint MGRF combining the first-order conditional independent random field of images, given a region map, and the unconditional MGRF of region maps with second-order spatial voxel interactions. Many today’s lung segmentation techniques are surveyed in [9].

The recent “LObe and Lung Analysis 2011 challenge” (LOLA11) yielded a number of state-of-the-art techniques for segmenting the chest CT scans. Lassen et al. [10] initialize a lung region using a fixed signal threshold, grow the region to coarsely extract pulmonary airspaces; approximate a lung bounding box using a low-resolution lung mask, and then select an appropriate lung segmentation threshold by analyzing the empirical marginal signal distribution in the box. A tracheobronchial tree is segmented in [11] growing the left and right lung regions with two guiding signal thresholds; filling holes in region maps for axial 2-D CT slices, and using the morphological closing to include sub-pleural abnormalities and concavities to the lungs.
Mansoor et al. [12] propose a fuzzy connectedness principle to extract initial lung parenchyma and estimate the lung volume directly from the ribcage information without explicitly delineating the lungs. Lo et al. [13] segment the lungs by the 3-D region growing and morphological operations. The region growing is also employed in [14] to extract large airways, e.g., trachea and main bronchi; segment the lungs using an optimal upper threshold [15], and improve each lung separately by filling 3-D holes and using the morphological closing with a spherical structuring element to include blood vessels and smooth the borders. Sun et al. [16] detect a ribcage to initialize and roughly outline the lungs with a deformable shape model and adapt the outlined surface to the image.

However, a vast majority of these techniques do not account explicitly for characteristic spatial dependencies between image signals in the lungs and their background, and thus, have limited abilities in adapting to and retaining acceptable accuracies in the presence of significant natural lung inhomogeneities. The conventional first-order signal models have gained wide-spread acceptance only because accurate modeling of higher-order spatial dependencies and computationally feasible embedding of such models into segmentation process are generally challenging problems. Nonetheless, recent applications of the nonnegative matrix factorization (NMF) to extract voxel-wise vectorial features quantifying high-order spatial signal dependencies for image segmentation [17]–[20] hold much promise for better object discrimination.

A. Nonnegative Matrix Factorization

Let $\mathbb{R}_+$ denote the set of nonnegative real numbers and $A = [a_1 \ldots a_n] \in \mathbb{R}_+^{m \times n}$ be a nonnegative $m \times n$ data matrix, with columns, $a_j = [a_{1,j} \ldots a_{m,j}]^T$, $j = 1, \ldots, n$, representing $m$-dimensional data vectors.

The NMF [21] approximates the data matrix with a product $A \approx WH$ of two lower-rank nonnegative matrices; the $m \times r$ basis matrix $W \in \mathbb{R}_+^{m \times r}$ and the $r \times n$ projection matrix $H \in \mathbb{R}_+^{r \times n}$. The columns of $W$, i.e., the $m$-dimensional vectors $w_q; q = 1, \ldots, r$, form the basis of a reduced $r$-dimensional feature space; $r < m$: $w_q = [w_{1,q} \ldots w_{m,q}]^T$ where $T$ denotes the vector or matrix transposition. The columns of $H$ are the $r$-dimensional vectors $h_j = [h_{1,j} \ldots h_{r,j}]^T$, $j = 1, \ldots, n$, representing projections of the initial data vectors $a_j$ to the $r$-dimensional feature space, i.e., $a_j \approx \sum_{q=1}^r h_{q,j} w_q, j = 1, \ldots, n$. In other words, the NMF reduces the initial $m$-dimensional data vectors $a_j$ to the $r$-dimensional ones $h_j$ in $H$; $j = 1, \ldots, n$.

The factors $W$ and $H$ are estimated by minimizing the reconstruction error [22], measured often with the squared Frobenius norm $\|D\|^2$ of the difference $D = A - WH$:

$$F_{re} = \|A - WH\|^2 = \sum_{i=1}^m \sum_{j=1}^n (a_{i,j} - (WH)_{i,j})^2.$$  (1)

Here and below, for brevity, $(WH)_{i,j}$ denotes the $(i, j)$-element of the product matrix $WH$:

$$(WH)_{i,j} = \sum_{k=1}^r w_{i,k} h_{k,j}; \quad i = 1, \ldots, m; \quad j = 1, \ldots, n.$$  

In some cases, the NMF is able to produce factors $W$ and/or $H$, which can be considered basic data constituents due to only a small number of nonzero elements. Sparsity and smoothness constraints on the factors $W$ and/or $H$ [23]–[27], in particular, on their Frobenius norms [27], [28]:

$$F = F_{re} + \lambda_W \|W\|^2 + \lambda_H \|H\|^2$$  (2)

amplify this ability, making the NMF a major focus of attention. The empirically selected weights $\lambda_W$ and $\lambda_H$ control the smoothness of $W$ and the sparseness of $H$, respectively.

To perform the NMF, a local minimum of the unconstrained [(1)] or constrained reconstruction error, such as, e.g., in (2), is searched for with an optimization algorithm such as, e.g., the alternating least square (ALS), active set-based ALS (ALSA), or multiplicative update rules (MUR) [22], [29]–[31]. The equivalence between the squared Frobenius norm $\|D\|^2$ of an arbitrary matrix $D$ and the trace $\text{Tr}(DD^T)$ of the square matrix $DD^T$:

$$\|D\|^2 = \text{Tr}(DD^T)$$

simplifies obtaining matrix derivatives [32] for minimizing the errors of (1) and (2) by expanding (1):

$$F_{re} = \text{Tr} \left( (A - WH)(A - WH)^T \right) = \text{Tr} (AA^T) - 2\text{Tr}(AH^TW) + \text{Tr}(WHH^TW^T)$$  (3)

and taking its derivatives:

$$\frac{\partial F_{re}}{\partial W} = -2(A - WH)H^T;$$

$$\frac{\partial F_{re}}{\partial H} = -2W^T(A - WH); \quad \frac{\partial \|V\|^2}{\partial V} = 2V$$  (4)

where $V$ stands for either $W$ or $H$. However, if the matrix $A$ is very large, the straightforward error minimization becomes computationally too expensive.

B. NMF for Image Segmentation

The NMF is often used as an efficient dimensionality reduction tool in machine learning and image analysis by feature extraction, clustering, and classification. However, due to relative novelty, it is rarely used for segmentation, especially, in application to medical images, in spite of its advantages, such as dealing with piecewise-homogeneous vectorial properties of pixels or voxels, possible unsupervised learning of basis features, and using only a few control parameters. After extracting one or more characteristic basis features for each region of interest, the initial pixel/voxel-wise vectors are projected onto the feature space and every projection is associated with the most relevant feature(s). Xie et al. [17] extracted features of spinal cord, corpus callosum, and hippocampus from diffusion tensor Images of rat brains with the NMF and stratified all the the pixels by the $K$-means clustering [33] of their projections in the matrix $H$. For segmenting a multispectral barley grain cross section, Lazar et al. [18] decorrelated an image dataset with the principal component analysis and applied the NMF to the decorrelated data. The number $r$ of the basis features in
$\mathbf{W}$ was equal to the number of the most significant principal components, responsible for the main part of the data variance. Then the data samples were classified by their closeness to the features found, which was evaluated by the maximum component of the corresponding projection vector in $\mathbf{H}$. Sandler and Lindenbaum [19] divided a texture mosaic into nonoverlapping rectangular blocks and described each block with a vector of outputs of a bank of linear Gabor, or wavelet filters. The characteristic basis features were found with the NMF employing the Earth mover’s distance, and the Bayesian maximum a posteriori decision rule was applied to classify each pixel.

Because 3-D lung CT images are extremely large and make the ALS computationally too expensive, the ALS-AS-based NMF was applied in our previous study [20] separately to each axial 2-D CT slice converted into a classical context image [34]. Each voxel of the latter is represented by a context vector, containing the original voxel-wise signal and signals from its selected neighbors, e.g., the 27-vector for the nearest 3 × 3 × 3 volume centered on the voxel. The obtained projections $\mathbf{h}_i$ are used as characteristic voxel-wise descriptors for segmentation and associated with the darker lung and brighter chest tissues by their total intensity: the lower the Frobenius norm $\| \mathbf{h}_j \|$ (the Cartesian distance from $\mathbf{h}_j$ to the origin 0), the darker the tissue. However, that the separate slice-wise segmentation accounts for the interslice signal dependencies only implicitly, via the context, decreases separability and smoothness of the chest and lung manifolds in the space of $\mathbf{h}$-descriptors, and hence, decreases the segmentation accuracy. This drawback is overcome by using the introduced below incremental constrained NMF (ICNMF), combining basic ideas of the earlier incremental NMF (INMF) [35] and constrained NMF (CNMF) [27], [28]. Voxel-by-voxel decomposition of the entire 3-D context image with the INMF improves capturing the interslice spatial dependencies, while the lung and chest manifolds in the $\mathbf{h}$-space learned by the CNMF are smoother and more discriminable than in [20]. To reduce the computational complexity, the large data matrix $\mathbf{A}$ for a 3-D CT image is decomposed with the ICNMF slice-after-slice, so that factorizing each next axial CT slice is initialized with the basis and projection matrices, having been already obtained from all the preceding slices.

The proposed ICNMF and its application to the 3-D CT lung image segmentation are detailed in Section II. Section III presents and discusses experimental results, and conclusions are given in Section IV.

II. METHODS

Sections II-A and II-B below describe embedding constraints into the INMF in order to build the ICNMF and the ICNMF-based lung segmentation algorithm, respectively. To minimize the reconstruction error of (1) for a large matrix $\mathbf{A}$ in a computationally feasible way, the INMF builds $\mathbf{W}$ and $\mathbf{H}$ incrementally, using at each step the iterative MUR converging to the closest local minimum [35]. After adding each next data vector to $\mathbf{A}$, the already computed $\mathbf{W}$ and $\mathbf{H}$ initialize the next step, thus reducing the overall computational complexity. However, the INMF by itself does not guarantee a smooth and sparse data representation, such that the CNMF obtains due to constraining the matrix factors. The ICNMF combines the main ideas of the INMF and CNMF.

A. Incremental Constrained NMF

Let $\mathbf{A}_k = [a_1, a_2, \ldots, a_k]$; $\mathbf{W}_k$; $\mathbf{H}_k$; $\mathbf{F}_k$, and $\mathbf{F}_k$, denote the data matrix with the initial $k$ data samples, the corresponding basis and projection matrices, the reconstruction error, and the constrained reconstruction error, respectively:

$$F_{re:k} = \| \mathbf{A}_k - \mathbf{W}_k \mathbf{H}_k \|^2;$$

$$F_k = F_{re:k} + \lambda_\mathbf{W} \| \mathbf{W}_k \|^2 + \lambda_\mathbf{H} \| \mathbf{H}_k \|^2. \quad (5)$$

The INMF [35] assumes that every new sample, $\mathbf{a}_{k+1}$, does not significantly affect the current basis $\mathbf{W}_k$, optimized for the previous $k$ samples, so that their projection vectors $\mathbf{H}_k$ need not be changed. Then the first $k$ columns of $\mathbf{H}_{k+1}$ remain equal to $\mathbf{H}_k$, i.e., $\mathbf{H}_{k+1} = [\mathbf{H}_k \ h_{k+1}]$, and only the basis, $\mathbf{W}_{k+1}$ and the last projection vector-column $h_{k+1}$ have to be updated [35]. To reach a local minimum of the constrained reconstruction error of (5) after adding the new sample $\mathbf{a}_{k+1}$ the updates:

$$F_{re:k+1} = \| \mathbf{A}_{k+1} - \mathbf{W}_{k+1} \mathbf{H}_{k+1} \|^2;$$

$$F_{k+1} = F_{re:k+1} + \lambda_\mathbf{W} \| \mathbf{W}_{k+1} \|^2 + \lambda_\mathbf{H} \| \mathbf{H}_{k+1} \|^2. \quad (6)$$

are converted into an incremental form separating the previous samples from the new one:

$$\tilde{F}_{re:k} = \sum_{i=1}^{m} \sum_{j=1}^{k} (a_{ij} - (\mathbf{W}_{k+1} \mathbf{H}_{k+1})_{ij})^2$$

$$\tilde{F}_{k+1} = \sum_{i=1}^{m} \sum_{j=1}^{k} (a_{ij} - (\mathbf{W}_{k+1} \mathbf{H}_{k})_{ij})^2. \quad (8)$$

Therefore, after adding the next sample $\mathbf{a}_{k+1}$, the conditional minimization of (7) is rewritten to

$$F_{k+1} = \| \mathbf{A}_{k+1} - \mathbf{W}_{k+1} \mathbf{H}_{k+1} \|^2$$

$$+ \| \mathbf{a}_{k+1} - \mathbf{W}_{k+1} \mathbf{H}_{k+1} \|^2$$

$$+ \lambda_\mathbf{W} \| \mathbf{W}_{k+1} \|^2 + \lambda_\mathbf{H} \| \mathbf{H}_{k+1} \|^2$$

$$+ \lambda_\mathbf{H} \| \mathbf{h}_{k+1} \|^2. \quad (9)$$

which optimizes the basis $\mathbf{W}_{k+1}$ and adds the new column $\mathbf{h}_{k+1}$ to the projection matrix, $\mathbf{H}_{k+1} = [\mathbf{H}_k \ \mathbf{h}_{k+1}]$. A conditional local minimum of the error in (9) is found (see Appendix B) by a gradient-like iterative search [36]:

$$\mathbf{h}_{k+1} q \leftarrow \mathbf{h}_{k+1} q - \alpha_q \frac{\partial F_{k+1}}{\partial (\mathbf{h}_{k+1} q)};$$

$$\mathbf{W}_{k+1} i q \leftarrow \mathbf{W}_{k+1} i q - \beta_i q \frac{\partial F_{k+1}}{\partial (\mathbf{W}_{k+1} i q)};$$

$$q = 1, \ldots, r; \ i = 1, \ldots, m \quad (10)$$
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**Algorithm 1** 3-D Lung Segmentation by ICNMF-based Visual Appearance Modeling.

1: **Preprocessing:** Remove background of an input 3D CT image \( g \) by conventional 3-D region growing.

2: Apply Algorithm 2 to describe visual appearance of the remaining 3-D context image with \( r \)-dimensional voxel-wise projection vectors in the matrix \( H \) (the value \( r \) is determined empirically).

3: Assign the voxel-wise descriptors to a prescribed number, \( K \), of objects by the \( K \)-means clustering [33].

4: Discriminate between the lung and chest clusters by characterizing their relative brightness with the Frobenius norms of their centroids in the \( H \)-space.

5: Refine the segmented 3-D lung regions by analyzing 3-D connected components.

where \( \alpha_q \) and \( \beta_{iq} \) are specific steps for updating the elements \( (h_{k+1})_q \) and \( (W_{k+1})_{iq} \), respectively, and the partial derivatives follow from (4):

\[
\frac{\partial F_{k+1}}{\partial h_{k+1}} = -2W_{k+1}^T(a_{k+1} - W_{k+1}h_{k+1}) + 2\lambda_H h_{k+1};
\]
\[
\frac{\partial F_{k+1}}{\partial W_{k+1}} = -2(A_k - W_{k+1}H_k)H_k^T - 2(a_{k+1} - W_{k+1}h_{k+1})h_{k+1}^T + 2\lambda_W W_{k+1}.
\]  

As shown in [36], the required adaptive steps result in the multiplicative updates, ensuring that factors \( W_k \) and \( H_k \), which initially (for \( k = 1 \)) were nonnegative, remain nonnegative at every updating iteration, and hence, at every step, \( k = 2, \ldots, n \):

\[
\alpha_q = \frac{(h_{k+1})_q}{(W_{k+1})_q^TW_{k+1}h_{k+1} + \lambda_W};
\]
\[
(h_{k+1})_q \leftarrow (h_{k+1})_q \frac{(W_{k+1})_q^T a_{k+1}}{(W_{k+1})_q^TW_{k+1}h_{k+1} + \lambda_H};
\]
\[
\beta_{iq} = \frac{(W_{k+1})_{iq}}{S_{iq}},
\]
\[
(W_{k+1})_{iq} \leftarrow (W_{k+1})_{iq} \frac{(A_kH_k^T + a_{k+1}h_{k+1}^T)}{S_{iq}}.
\]

where \( S_{iq} = (W_{k+1})_q^TW_{k+1}h_{k+1} + \lambda_W \) and \( W_{k+1} \) is initialized with \( W_k \), when the new sample \( a_{k+1} \)

Algorithm 2 Describing Visual Appearance with the ICNMF.

1: **Initialization**
   (i) Given a 3D image $g$, form the data matrix $A_0$ from the context vectors of the first slice $z = 0$.
   (ii) Set the number $r$ of voxel-wise features characterizing visual appearance of the object-of-interest.
   (iii) Initialize randomly the factors $W_0$ and $H_0$.
   (iv) Update $H_0$ and $W_0$ iteratively until convergence to a local minimum of the reconstruction error:
   \[
   (H_0)_{qj} \leftarrow (H_0)_{qj} \frac{(W^T A_0)_{qj}}{(W^T W_0 H_0 + \lambda H H_0)_{qj}}; \quad (W_0)_{iq} \leftarrow (W_0)_{iq} \frac{(A_0 H^T)_{iq}}{(W_0 (H_0 H_0^T) + \lambda W W_0)_{iq}}. \tag{13}
   \]
   (v) Set the initial joint data matrix $A_{0:0} = A_0$ and projection matrix $H_{0:0} = H_0$.

2: **Slice-wise increments**: For each slice $z = [1, \ldots, Z]$,
   (i) Form the matrix $A_z$ from the context vectors of the slice $z$ and extend the joint data matrix $A_{0:z} = [A_{0:z-1} A_z]$.
   (ii) Initialize the slice-wise projection matrix $H_z$ randomly and extend the joint projection matrix $H_{0:z} = [H_{0:z-1} H_z]$.
   (iii) Initialize the basis matrix $W_z \leftarrow W_{z-1}$ and update $H_z$ and $W_z$ iteratively until convergence to a local minimum of the reconstruction error:
   \[
   (H_z)_{qj} \leftarrow (H_z)_{qj} \frac{(W^T A_z)_{qj}}{(W_z^T W_z H_z + \lambda H H_z)_{qj}}; \quad (W_z)_{iq} \leftarrow (W_z)_{iq} \frac{(A_{0:z-1} H^T_{z-1})_{iq}}{(W_z (H_{0:z-1} H_{0:z-1}^T + H_z H_z^T) + \lambda W W_z)_{iq}}. \tag{14}
   \]

3: **Output**: The joint projection matrix $H_{0:Z}$ describing visual appearance of the image $g$ by approximation of the voxel neighborhoods with linear combinations of the $r$ features specified by the basis matrix $W_z$.

---

is added. The updates of (12) provably guarantee that iterations at every step $k$ converge to a local minimum of the reconstruction error [22], [36]. For completeness, Appendix B shows how the multiplicative updates are derived using the conditional Lagrange optimization.

Computational complexity of the ICNMF (like the INMF) is $O(mr^2)$ per iteration, comparing with $O(nmr)$ for the NMF. Because the running time depends linearly on the number $n$ of samples for the NMF, but is independent of this number for the ICNMF and INMF, the latter are more suitable for learning the factors $W$ and $H$ to represent a large collection of data samples. Moreover, as follows from (12), the learning computations can be simplified because both the matrices $A_k$ and $H_k$ do not change after adding every new data sample $a_{k+1}$. Thus, instead of keeping separately the growing matrices $A_k$ and $H_k$, only their fixed-size products $A_k H_k^T$ and $H_k H_k^T$ have to be stored.
The above updating process holds (with mostly notational changes), if the matrix \( A_k \) is appended at each step \( k + 1 \) with not a single vector \( a_{k+1} \) but a small-size data matrix, e.g., a context image for the next 2-D slice in the lung segmentation.

**B. ICNMF-Based Lung Segmentation**

Fig. 1 and Algorithm 1 outline the proposed segmentation in a 3-D CT chest image by removing image background; describing visual appearance of the remaining chest-lung image with the ICNMF, and extracting 3-D lung voxels by data clustering and cleaning the region map. The last two stages are detailed below.

Let \( \mathbb{R} \) and \( Q = \{0, \ldots, Q\} \) denote a finite arithmetic lattice supporting 3-D digital images and their region maps:

\[
\mathbb{R} = \{(x, y, z): x = 0, \ldots, X; y = 0, \ldots, Y; z = 0, \ldots, Z\}
\]

and a finite set of integer voxel-wise intensities, or gray values, respectively. To describe visual appearance of objects-of-interest with the ICNMF, the context image \([34]\) is built from an original 3-D image \( g = \{g_{x,y,z}: (x, y, z) \in \mathbb{R}; g_{x,y,z} \in Q\} \). Each voxel \((x, y, z)\) of the context image supports the context vector \( a_{x,y,z} \), containing the intensities for this voxel and its nearest 3-D neighbors in the original image \( g \), e.g., the 27 intensities in total for the nearest \( 3 \times 3 \times 3 \) neighborhood. Each context vector, exemplified in Fig. 2, forms a column of the data matrix \( A \).

To minimize the constrained reconstruction error of (7) after adding each next context vector \( a_{k+1} \) (see Section II-A), the ICNMF uses the iterative multiplicative algorithm of (12) producing the goal descriptor \( b_{k+1} \) of this voxel and updating the basis matrix \( W \). However, repeating such computations for all the voxels of a large 3-D CT image is too expensive. To reduce the complexity, the CT slices are processed sequentially, but all the voxels of every next slice are added to the matrix \( A \) simultaneously. The above ICNMF algorithm remains almost the same, apart of considering the appended data sample \( a_{k+1} \) and its projection \( b_{k+1} \) matrices, rather than vectors. In this case, the already computed optimal basis \( W \) of the previous \( Z \) slices initializes updating the basis \( W_{k+1} \) for the \( z+1 \) slices. Algorithm 2 outlines the proposed version of the ICNMF.

After projecting the context vectors to the feature space with the ICNMF, the \( K \)-means clustering is applied to the voxel-wise vectorial projections in the joint matrix \( H_{0:2} \) in order to form a prescribed number \( K \) of data clusters \((K = 2\) for separating the lung and chest tissues). The Frobenius norm of centroid of each cluster helps to identify the lungs by their relative brightness in the image: the darker the voxel and its neighborhood, i.e., the smaller their context vector norm, the closer its \( h \)-descriptor to the origin. Then, the segmentation is refined by analyzing 3-D connected components to keep connectivity inside the lung region. In so doing, an initial seed voxel is chosen outside the segmented lung.

To highlight capabilities of the ICNMF in revealing characteristic inter-voxel dependencies, Fig. 3 compares distributions of the original voxel-wise context vectors in the 27-dimensional signal space for the nearest \( 3 \times 3 \times 3 \) neighborhoods and their projections to the reduced \( r \)-dimensional \( h \)-spaces formed by the NMF and ICNMF. Due to much better separation of the lung and chest voxels than in the original space, both the NMF- and ICNMF-based \( h \)-spaces allow for more accurate data clustering and segmentation. However, the ICNMF constrains the signal distributions more effectively than the NMF, and thus, forms smoother and tighter lung and chest manifolds, which are easier for separation. As shown in Fig. 3, selecting the neighborhood size in accord with characteristic spatial dependencies between the lung voxels allows the ICNMF to accurately capture inhomogeneities and pathologies at the lung-chest border, where the conventional 3-D connected component analysis often fails.

### III. Experiments With Synthetic and Real Data

The proposed ICNMF-based segmentation was evaluated on both real (in-vivo) and synthetic data using three common performance metrics detailed, for completeness, in Appendix A: the Dice similarity coefficient (DSC) \([38]\), the modified 95-percentile Hausdorff distance (MHD) \([39]\), and the absolute lung volume difference (ALVD).

Synthetic 3-D phantoms \([40]\) simplify initial performance testing because accurate lung borders on real CT images are very difficult to obtain manually due to the observers’ variability. The phantom images mimic visual appearance of the real 3-D CT data by Gibbs sampling of a learned generalized 3-D Gaussian-Markov random field model \([41]\).

The in-vivo 3-D CT image datasets for 17 patients (each set of the size of \( 512 \times 512 \times 390 \) voxels) have been acquired with a multidetector GE Light Speed Plus scanner (General Electric, Milwaukee, WI, USA) using the following scanning protocol: the 2.5-mm-thick slices reconstructed every 5 mm; the scanning pitch of 1.5; 140 KV; 100 MA; and F.O.V of 36 cm. The segmentation separated two objects: the darker lung tissues and the brighter chest tissues.

Table I shows impacts of the sparseness and smoothness constraints of (2) on the segmentation accuracy in terms of the DSC for a real dataset. The INMF-based segmentation with zero constraining weights, \( \lambda_W = \lambda_H = 0 \), in (5) is distinctly less accurate than the proposed ICNMF-based one. The sparseness of \( H \) affects the accuracy more, than the smoothness of \( W \), but the accuracy varies insignificantly and nonmonotonously for a variety of the weight combinations, so that selecting the best pair calls for a too long experimentation. However, the DSCs in Table I indicate that increasing the sparseness weight \( \lambda_H \)
for both zero and nonzero smoothness weight $\lambda_W$ improves the segmentation accuracy, although the improvement becomes more stable when both the smoothness and sparseness are constrained. Constraining the encoding vectors in the $h$-space has to be limited because the accuracy decreases for over-smoothed and/or too sparse voxel manifolds. According to the experiments in Table I, the pair $\lambda_W = 1$ and $\lambda_H = 300$ yields the most stable top accuracy of 0.962. For the nonzero smoothness weights $\lambda_W > 0$ in these experiments, the lower sparseness weight $\lambda_H < 300$ gradually decreases the DSC, whereas the larger one $\lambda_H > 300$ either does not affect, or also decreases the accuracy.

The segmentation accuracy was also tested for different numbers $r \in \{2, 4, 6, 8\}$ of the basis vectors, the best result having been achieved for $r = 4$. Obviously, the accuracy depends also on the neighborhood size and shape. Comparative experiments with the $(3 \times 3 \times 3)$, $(7 \times 7 \times 3)$, $(11 \times 11 \times 3)$, and $(15 \times 15 \times 3)$ voxel neighborhoods in Fig. 4 have shown

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Mean ± std</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 1</td>
<td>0.969 ± 0.010</td>
<td>0.0001</td>
</tr>
<tr>
<td>MRS [42]</td>
<td>0.783 ± 0.078</td>
<td>0.0001</td>
</tr>
<tr>
<td>IT [15]</td>
<td>0.816 ± 0.091</td>
<td>0.0001</td>
</tr>
<tr>
<td>GVF [43]</td>
<td>0.848 ± 0.087</td>
<td>0.0003</td>
</tr>
</tbody>
</table>
that the more expanded the neighborhood, the lesser the segmentation accuracy. The increasing segmentation errors highlighted in green and yellow can be explained in part by higher similarity between the larger neighborhoods for the adjacent voxels along the lung-chest boundary. Also, a number of the CT scans of patients with different lung diseases [12] were segmented in order to evaluate the performance of Algorithm 1 in the case of severe lung pathologies. The eight CT scans selected in Fig. 5 demonstrate diverse pulmonary patterns, such as, e.g., caused by airspace or diffuse consolidation, cancer, different nodules, including juxtaapleural ones, etc. Algorithm 1 adapts successfully to such pathologies.

Table II shows the higher accuracy of Algorithm 1 w.r.t. three other segmentation algorithms, by comparing their mean values and standard deviations of the DSCs using the statistical paired t-test. The algorithms for comparisons include the multiresolution segmentation [42]; segmentation with iterative thresholding (IT) followed by morphological operations [15], and segmentation with a deformable boundary guided by the gradient vector flow (GVF) [43].

Table III compares Algorithm 1 with our earlier NMF-based segmentation [20] on the 17 real and 7 synthetic datasets, using all three performance metrics. By the DSC, the algorithms differ insignificantly for the synthetic data, whereas Algorithm 1 demonstrates a small, but statistically significant improvement for the real data (the mean and standard deviation 0.96±0.01 versus 0.95±0.02). But by the ALVD and MHD, the ICNMF-based Algorithm 1 outperforms the NMF-based one on both the real and synthetic datasets.

The sensitivity of Algorithm 1 against selecting the constraining weights, number of the basis vectors, and neighborhood size was evaluated using statistics of the receiver operating characteristic curves, in particular, the area under the curve (AUC). The AUC for λH, λW, r and the neighborhood size (N_p,y,z) was, respectively, 0.98, 0.98, 0.97, and 0.99, demonstrating both good performance and low sensitivity of the algorithm. Also, as was shown experimentally, different arrangements of the 3-D context voxels in the data vector a, do not affect the segmentation results.

To demonstrate its applicability to the data collected by various scanning protocols, our Algorithm 1 was also tested on 55 real chest 3-D CT scans provided by the LOLA11 challenge (www.lola11.com) and acquired at different places with several scanners, scanning protocols, and reconstruction parameters. To evaluate our results using the LOLA11 dataset, we removed the trachea and main bronchi, and if needed, separated the lung by finding a maximum cost path in connected axial slices as in [44]. Table IV presents the results in comparison with the best, median, and worst results for the 13 lung segmentation algorithms participated in the LOLA11 challenge for 2011–2014. Selected examples of the lung region maps obtained by Algorithm 1 are shown in Fig. 6. To further demonstrate the algorithm’s performance, Fig. 7 visualizes the segmented 3-D lungs for selected subjects.

It should be noted that several pathologies in the LOLA11 dataset are far outside capabilities of the proposed simple visual appearance descriptors accounting for only the nearest-neighbor relations of the voxels. Accurate segmentation of such pathological lungs requires much more profound lung and chest models. Moreover, there is no consensus of the medical imaging community on whether the pleural fluid should be considered as a part of the lung field as it is done in the LOLA11 ground truth [12]. Because our ICNMF-based Algorithm 1 does not include the pleural fluid to the lungs, by the overall accuracy of 0.965 (the relative overlap with the ground truth) it has the fifth rank among all the LOLA11 contestants. However, without the relevant nine pathological subjects from the LOLA11 dataset it achieves the top-rank accuracy of 0.986 for the remaining 46 subjects.

In terms of the algorithm complexity, the proposed ICNMF-based segmentation extracts voxel-wise features in a completely unsupervised mode, using only a few parameters, such as, e.g., λW, λH, r, and N_p,y,z, whereas the conventional top-ranked techniques [10]–[12] comprise specific feature
Fig. 6. 3-D lungs segmented with Algorithm 1 using the $3 \times 3 \times 3$ neighborhoods: the CT slice (“s” and “f” indicate the scan and slice numbers, respectively) versus the corresponding lung region map (white) in the LOLA11 dataset.
engineering steps, which require proper initialization and parameter tuning.

IV. CONCLUSION

Our experiments with both in-vivo and synthetic images confirmed that the proposed ICNMF-based 3-D lung segmentation outperforms the existing segmentation approaches, including the NMF-based one, by the DSC, ALVD, and MHD measures of accuracy. Its better performance stems from the more accurate compressed description of characteristic spatial signal dependencies in every input image. The ICNMF reveals the robust features (columns of the basis nonnegative matrix W) for encoding the voxel neighborhoods (contexts) with smooth descriptors—columns of the nonnegative projection matrix H.

To make the description process computationally feasible for a typically very large 3-D CT image, the ICNMF combines the conventional INMF and CNMF. The optimal basis and projection matrices are estimated incrementally, while constraining their Frobenius norms enforce their smoothness and sparseness, respectively. Testing on the 3-D chest CT images provided by the LOLA11 challenge, collected with different scanners, scanning protocols, and reconstruction parameters, scores our algorithm sufficiently high among the 13 known state-of-the-art methods.

APPENDIX A

SEGMENTATION PERFORMANCE METRICS

The DSC [38] measures an overlap between the segmented object and its ground truth:

\[
\text{DSC} = \frac{2TP}{2TP + FP + FN} \times 100\%.
\]

(15)

where TP, FP, and FN denote the true positive, FP, and FN correspondences, respectively. The higher the DSC, the better the segmentation, i.e., the closer the match to the ground truth: DSC = 0 indicates no overlap, and DSC = 1 characterizes the ideal agreement.

The ALVD is the percentage volume difference between the segmented region and its ground truth:

\[
\text{ALVD} = \frac{\text{FN} + \text{FP}}{\text{FN} + \text{TP}} \times 100\%.
\]

The MHD characterizes linear distances (in voxel units) between the segmented object and ground truth. The HD [39] from a point set \(A_1\) to a point set \(A_2\) is the maximum distance from the points of the set \(A_1\) to their nearest points in the set \(A_2\):

\[
H(A_1, A_2) = \max_{p \in A_1} \left\{ \min_{r \in A_2} \{D(p, r)\} \right\}
\]

where \(D(p, r)\) is the Cartesian distance between the points \(p\) and \(r\). The bidirectional HD is defined as 
\(H_{bi}(A_1, A_2) = \max \{H(A_1, A_2), H(A_2, A_1)\}\). The MHD, used in this paper to measure the segmentation accuracy, is defined as the 95th-percentile bidirectional HD between the segmented region and its ground truth, such that selecting the maximum distance in the HD is replaced by selecting the 95th-percentile one.

APPENDIX B

UPDATE RULE DERIVATION USING LAGRANGE MULTIPLIERS

To minimize the constrained reconstruction error \(F_{k+1}\), (7) can be rewritten as

\[
F_{k+1} = \text{Tr}\left( (A_k - W_{k+1}H_k) (A_k - W_{k+1}H_k)^T \right) + \lambda_W \text{Tr}(W_{k+1}W_{k+1}^T) + \lambda_H \text{Tr}(H_kH_k^T) + \lambda_{Hk} \text{Tr}(h_{k+1}h_{k+1}^T)
\]

(16)

and simplified further by the trace properties \(\text{Tr}(YZ) = \text{Tr}(ZY)\) and \(\text{Tr}(Z) = \text{Tr}(Z^T)\):

\[
F_{k+1} = \text{Tr}(A_kA_k^T) - 2\text{Tr}(W_{k+1}H_kA_k^T) + \lambda_W \text{Tr}(W_{k+1}W_{k+1}^T) + \lambda_H \text{Tr}(H_kH_k^T) + \lambda_{Hk} \text{Tr}(h_{k+1}h_{k+1}^T).
\]

(17)

Let \(\Psi = [\psi_{ik}]\) and \(\Phi = [\phi_{jk}]\) be matrices of the Lagrange multipliers \(\psi_{ik}\) and \(\phi_{jk}\) for the constraints \(\psi_{ik} \geq 0\) and \(\phi_{jk} \geq 0\), respectively. Then, the matrix properties \(\text{Tr}(AB) = \text{Tr}(BA)\) and \(\text{Tr}(A) = \text{Tr}(A^T)\) lead to the following Lagrangian \(L\) for (17):

\[
L = \text{Tr}(A_kA_k^T) - 2\text{Tr}(W_{k+1}H_kA_k^T)
\]

\[
- \text{Tr}(W_{k+1}H_kH_k^TW_{k+1}^T)
\]

\[
+ \lambda_W \text{Tr}(W_{k+1}W_{k+1}^T) + \lambda_H \text{Tr}(H_kH_k^T) + \lambda_{Hk} \text{Tr}(h_{k+1}h_{k+1}^T) \]

(18)
The partial derivatives of $\mathcal{L}$ with respect to $W$ and $H$ are

$$
\frac{\partial \mathcal{L}}{\partial W_{k+1}} = -2A_kH_k^T + 2W_{k+1}H_kH_k^T - 2a_{k+1}H_{k+1} + 2W_{k+1}H_{k+1}H_{k+1}^T + 2\lambda W W_{k+1} + \Phi_{k+1}
$$

and

$$
\frac{\partial \mathcal{L}}{\partial h_{k+1}} = -2W_{k+1}^T a_{k+1} + 2W_{k+1}^T W_{k+1} h_{k+1} + 2\lambda H h_{k+1} + \phi_{k+1}
$$

where $\Phi_{k+1}$ denotes the Lagrange multipliers for $h_{k+1}$. Applying the classical Karush–Kuhn–Tucker conditions $\psi_{ij}w_{ij} = 0$ and $\psi_{ij}h_{ij} = 0$ yields the following equations for $w_{ij}$ and $h_{ij}$:

$$
-(A_kH_k^T + a_kH_k^T)_{ij} w_{ij} + (W_{k+1}^T H_k + W_{k+1} + H_{k+1}^T)_{ij} w_{ij} + \lambda W W_{k+1} + \psi_{ij} w_{ij} = 0
$$

and

$$
-(W_{k+1}^T a_{k+1} + \lambda H)_{ij} h_{ij} + (W_{k+1}^T W_{k+1} h_{k+1} + \lambda H)_{ij} h_{ij} = 0.
$$

These equations lead to the following updating rules:

$$
(W_{k+1})_{ij} \leftarrow (W_{k+1})_{ij} - (A_kH_k^T + a_kH_k^T)_{ij} W_{k+1} \psi_{ij} w_{ij}
$$

and

$$
(h_{k+1})_{ij} \leftarrow (h_{k+1})_{ij} - (W_{k+1}^T a_{k+1} + \lambda H)_{ij} W_{k+1} \psi_{ij} h_{ij}
$$

where $S_{ij} = (W_{k+1}^T H_k^T + H_k^T H_{k+1} + H_{k+1}^T H_{k+1} + \lambda W W_{k+1})_{ij}$.

(23) and (24) prove that the gradient descent updates in Section II-A are correct.
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